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AbstratIn mobile ad-ho networks, hosts ommuniatewith eah other without the help of any physialinfrastruture. Inevitably, the ommuniation tendsto be less eÆient in terms of omputational andommuniational overhead. Reent studies haveshown that virtual bakbone an help redue theommuniation overhead. However, the bakbonestruture is very vulnerable due to several reasons,e.g., node mobility and unstable links, et. In thispaper, we introdue a loalized virtual bakboneonstrution sheme, onneted maximal independentset with multiple initiators(MCMIS), whih takesnode stability into onsideration and an onstrut thebakbone quikly. We design MCMIS aiming at threegoals: small bakbone size, fast onstrution, stablebakbone. Through extensive simulations, we �ndthat our sheme ould obtain a better performaneon stability and bakbone size than other loalizedshemes.

1 IntrodutionMobile ad-ho networks (MANET) are formed ofmobile nodes without any underlying physial infras-truture. In order to enable data transfers in suhnetworks, all the wireless nodes need to frequentlyooding ontrol messages thus ausing a lot of redun-dany, ontentions and ollisions ( known as \broad-ast storm problem" [6℄). Inspired by the bakbonesin wired networks, e.g., today's Internet, many re-ent studies have foused on using virtual bakboneas the routing infrastruture of wireless ad ho net-works [7℄. With virtual bakbones, routing messagesare only exhanged between the bakbone nodes, in-stead of being broadasted to all the nodes. Thesestudies have demonstrated through simulations thatvirtual bakbones ould dramatially redue routing

overhead. Moreover, virtual bakbones an also beapplied to (1) provide a bakup route, (2) multi-astor broadast messages [12℄, (3) simplify onnetivitymanagement, and (4) redue the overall energy on-sumption [11℄. Hene, it is very important to on-strut a reliable and small-sale virtual bakbone forMANET.A virtual bakbone with a small size is desirablein MANET sine onstruting and maintaining vir-tual bakbone impose extra ontrol overhead and suhoverhead inreases as the size of virtual bakbone in-reases. Furthermore, the role of virtual bakbonerequires that all bakbone nodes are onneted anddominate all the rest nodes. Hene a minimum on-neted dominating set (MCDS) an make a good an-didate. We model the network topology with a unitdisk graph (UDG) sine we assume that every nodehas the same transmission range. Finding a MCDSin UDG is a NP-hard problem. Therefore, approxi-mation of MCDS onstrution needs to be studied toonstrut virtual bakbones.In MANET, network topology is dynami due tonode mobility as well as instability of links. There-fore, onstruting bakbone should pro-atively takenode mobility into onsideration and a virtual bak-bone with a longer lifetime1 is preferred. At the sametime, loalized algorithm an onstrut the bakbonequikly and spatial reuse the wireless hannel, thussuitable for MANET environment. In our previouswork [4℄, we onsidered the mobility in the onstru-tion, while the algorithm assumes the existene of oneinitiator, whih is not true for some wireless applia-tions.In this paper, we propose a loalized bakbone on-strution sheme, namely onneted maximal indepen-dent set with multiple initiators (MCMIS), onsist-1The life time of a bakbone refers to the earliest time thatthe bakbone gets disonneted or an unovered node appears



ing of two interleaved phases: forest onstrution andmerging on onits. We design MCMIS aiming atthree goals: small bakbone size, fast onstrution andstable bakbone. To address the small bakbone sizerequirement, we propose a new onneting sheme.For fast onstrution, we design a ompletely loal-ized algorithm, where every node makes loal dei-sions, thus onstrution of virtual bakbone an beonduted in parallel. To obtain a stable bakbone,we de�ne the node rank as a tuple of (stability, e�e-tive degree, id). Using this ranking sheme, we signi�-antly prolonged the lifetime of the onstruted bak-bone without inreasing the bakbone size.Through extensive simulations, we found that om-pared with a loalized algorithm in [10℄, the bak-bone onstruted with MCMIS has a smaller size andlonger average lifetime. Spei�ally, with 75 nodes in a400� 400m2 area and the transmission range of eahnode as 100m, the average bakbone size generatedby MCMIS is about 20% less than that generated by[10℄, while the bakbone lifetime is about 60% longer.We have observed similar performane improvementfor other network topologies during simulations.The remainder of this paper is organized as fol-lows. Setion 2 surveys some existing shemes of vir-tual bakbone onstrutions. In setion 3, we explainand analyze our bakbone sheme MCMIS. Then wepresent the simulation results indiating the bakbonesize and reliability of MCMIS in setion 4. Finally,setion 5 onludes our urrent studies and outlinesthe future work.2 Related WorkIn this setion, we briey survey some existingshemes of onstruting onneted dominating set inwireless networks. We lassify the previous work intothree ategories: entralized, sequentially distributedand loalized. Sequentially distributed algorithms dif-fer with loalized ones in that sequentially distributedalgorithms require some global information even it isolleted in a distributed way. For example, everynode needs to know that there exists a leader or ini-tiator and whether it is the leader or initiator. Whileloalized ones do not need any global information. Inmost of the CDS onstrution algorithms, a oloringmehanism is used where initially all the nodes are ol-ored white, a node in the CDS (dominator) is oloredblak or red and a node not in the CDS (dominatee)is olored gray after the exeution of the algorithms.2.1 Centralized algorithmsGuha and Khuller [5℄ �rst proposed two entral-ized greedy algorithms. The number of white neigh-bors of eah node or a pair of nodes (a dominatee with

one of its white neighbor) is the greedy funtion. Theone with the largest suh number will beome domina-tor(s) at eah step. Both of these algorithms requirethe global information whih is not pratial for wire-less networks. Das et al. [7℄ �rst proposed using a CDSas a virtual bakbone for routing and gave implemen-tations of [5℄. They also mentioned the maintenaneof the CDS if nodes have mobility.2.2 Sequentially distributed algorithmsTwo main shemes [8℄ [4℄ are in this ategory. Bothuse the idea of onstruting MIS and onneting it intoa CDS. [8℄ requires a leader eletion [3℄ phase to eleta leader node and generate a spanning tree rooted onthe leader node before onstruting MIS.The �rst phase of Wan et al's sheme [8℄ determinesthe level of eah node (the number of hops betweenitself and the root of the spanning tree whih is on-struted by the leader eletion proedure) and �ndsMIS nodes. The ranking they used is an ordering ofthe level and ID pair. MIS nodes onsist of indepen-dent nodes with higher ranking than their neighbors.Every pair of two omplementary sets of MIS nodesare separated by exatly two hops. After an MIS isformed, a dominating tree is onstruted and the treeis rooted at the grey neighbor of the leader node withmaximum blak degree. They proved that the shemehas a performane ratio of 8 based on the propertyof MIS stated above. Moreover, they established thelower bound 
(n logn) on message omplexity of dis-tributed algorithms for CDS onstrution whih sup-ports the tightness of the message omplexity of theirsheme.Min et. al. [4℄ also adopts the approah of onnet-ing a MIS set. It di�ers to [8℄ in three aspets: 1) theyavoid the leader eletion phase whih introdues addi-tional time and message overhead. 2) they interleavethe proesses of reating MIS and interonneting theset for onstrution eÆieny. They propose a multi-ple rounds oloring proess. Blak nodes in round iwill immediately onnet to blak nodes in round i�1through gray nodes in round i� 1. 3) they proativlyapture node mobility as a riteria of seleting bak-bone nodes, therefore improving the stability of theonstruted bakbone in mobile networks.2.3 Loalized algorithmsAlzoubi et. al. [9℄ propose a loalized algorithm ofonstruting MIS and interonneting them. An MISis generated in a distributed fashion without buildinga tree or seleting a leader. One a node knows thatit has the smallest ID within its 1-hop neighborhood,this node beomes a dominator. After there are nowhite nodes, the dominators are responsible for iden-



tifying a path to onnet all the dominators. Theyalso prove the performane ratio as 192.Wu and Li [10℄ proposed a loalized algorithmalled marking proess where eah node knows theonnetivity information within the 2-hop neighbor-hood. If a node has two unonneted neighbors, itbeomes a dominator. The generated CDS is easy tomaintain. But the size of the CDS is large. Thus theydesigned two rules to prune the generated CDS. Theperformane ratio was not spei�ed. In [8℄, the au-thors gave the performane ratio of this algorithm andorret the time omplexity and message omplexity.Table 1 lists some measurement parameters of thesealgorithms where � is the maximum degree in thegraph; jCj is the size of the resultant CDS; n and mare the number of the verties and edges in the graphand opt is the size of an optimal MCDS. PR standsfor the performane ratio.PR Time Message Sheme[8℄ 8opt+ 1 O(n) O(n log(n)) Non-loalized[4℄ 8opt O(n) O(n�) Non-loalized[9℄ 192opt + 48 O(n) O(n) Loalized[10℄ O(n) O(�3) �(m) LoalizedTable 1: Peroformane omparison of the CDS on-strution algorithms
Our algorithm belongs to the loalized ategory.Two most related work are [9℄ and [4℄. Comparedwith [9℄, we propose to onstrut multiple trees andthen onnet them into a whole virtual bakbone forreduing the bakbone size, also we proativly takemobility into onsideration when onstruting a bak-bone. Our work is an extension of [4℄, whih alsoproatively onsider mobility during the CDS on-strution. We use e�etive degree instead of overageto measure the overage of a node beause alulatingoverage is omputation expensive, also we design aloalized algorithm whih is more suitable for wirelessnetworks.3 Conneted Maximal Indepen-dent Set with Multiple Initia-tors(MCMIS)A loalized algorithm has the following featureswhih suit wireless networks very well: �rst, it doesnot require global information. Every node makes de-ision only based on its loal information(one or two-hop neighborhood); seond, it an spatial reuse thewireless hannel with utilizing the parallel hannel a-pability in wireless networks.In this paper, we propose an eÆient loalized algo-rithm, MCMIS, to onstrut a stable and small-sale

virtual bakbone.MCMIS omposes two phases:1. Construting a forest: a forest onsisting of multi-ple dominating trees rooted at multiple initiatorsis onstruted. A dominating tree is rooted at aninitiator, and omposes a subset of nodes in thetopology. The onstrution of eah dominatingtree is started by its initiator, and multiple treesare onstruted in parallel;2. Merging on growth onits: the dominatingtrees in the forest are interonneted into a om-plete virtual bakbone when branhes of trees en-ounter with eah other.During the exeution of the algorithm, a distributedoloring proess is employed to olor nodes in the net-work with three olors: blak, gray, and red. After theexeution of the algorithm, the node will be markedeither blak, red, or gray. All blak nodes ompose anMaximal Independent Set(MIS) of the network, all rednodes are the nodes onneting the MIS into a virtualbakbone. Thus all blak nodes and red nodes om-pose the virtual bakbone. All gray nodes are domi-natees.In this setion, we �rst introdue the rankingsheme, then present two phases in detail, �nally wegive the proof of orretness and the theoretial per-formane analysis.3.1 Node RankingNode ranking is used for a node to deide whetherit is an initiator, and for breaking ties when two an-didate nodes an be hosen into the bakbone, or twoandidiate nodes an be hosen as the onnetors.We de�ne the node ranking as an tuple of (stability,e�etive degree, id). Right parameter has higher orderthan the left one. Stability is for measuring mobilityand e�etive degree is for estimating the overage of anode. For a white node, e�etive degree is the numberof its white neighbors. For nodes with other olors,e�etive degree is its degree.The stability of eah node an be estimated usingits previous loation information sine there is usuallytemporal and spatial loality in node movement.The stability of a node v, sv, is de�ned as the re-iproal of the sum of the distane between its initialloation and the loations for 10 onseutive seonds,formally,sv = 1P10i=1p(xi � x0)2 + (yi � y0)2 ; (1)where (x0; y0) is the initial loation of the node,v, and (xi; yi) is the loation of the node during the



ith seond. Clearly, the more a node moves, the lessstability it has.3.2 Forest onstrutionA forest onsists of multiple trees. Starting frommultiple initiators, multiple dominating trees ompos-ing the forest are onstruted in parallel.To distinguish di�erent dominating trees, we intro-due two terms, i) parent of a node u: the node whihis in the same dominating tree as u and deides the u'solor; ii) root of a node u: The initiator of the dom-inating tree where u belongs. Note that every nodehas only one root and one parent.The algorithm is exeuted through oloring thenodes in multiple rounds. The oloring proedure isillustrated in Fig. 1. Initially every node has whiteolor. Let Bi and Gi be the set of nodes olored blakand gray at the i-th round respetively. In the 1stround, the initiator (the node with the highest rankin its one-hop neighborhood) is olored blak and allits diret neighbors (G1) are olored gray. In the ithround (i � 2), among all the white nodes that havegray neighbors in Gi�1, denoted asWi, the nodes withthe highest rank among all its white neighbors in Wiwill be olored blak. The neighbors of newly oloredblak nodes(Bi) are olored gray(Gi). Nodes in Bithen selet the gray neighbors in Gi�1 with the high-est rank as the onnetor whih turns into red.Eah gray node in Gi�1 must have at least oneneighbor in Bi�1 and 0 or more neighbors in Bi. Eahblak node in Bi must have at least one gray neighborin Gi�1, thus it is guaranteed to be able to �nd graynodes in Gi�1 to onnet Bi nodes to Bi�1 nodes. InFig. 1, we already know that every G1 node is on-neted to the B1 node whih is the initiator, thus wean guarantee to form a tree (thik lines and nodesin the �gure) using our algorithm. We all this treedominating tree. Note that the leaves of the domi-nating tree an only be blak or gray, but ould notbe red. Gray nodes an only be leave nodes. Everynode reords its parent information during the olor-ing proess to maintain the tree struture R1 in Fig. 1represents onnetors at the 1st round.The dominating tree onstrution algorithm is de-sribed in Algorithm 1. Eah node alulates its ownrank as desribed in Setion 3.1. Eah node maintainsits parent and root information and gray nodes keepa list of blak neighbors.There are �ve types of messages: blak, gray, blak-to-be, red, and onnet. The �rst four are for a nodeto announe its own status, onnet message is for ablak node to hoose a gray neighbor as onnetor.The formats of the messages are de�ned as follows:
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Figure 1: Interonneting bakbone nodes
� blak: blak, id, stability, degree, rootid� blaktobe: blaktobe, id, stability, e�e-tive degree, parentid, rootid� gray: gray, id, stability, degree, parentid, rootid� red: red, id, stability, listofBlakNeighbors� onnet: onnet, id

Algorithm 1 Dominating tree onstrution1: Initiator := the white node with highest rank among itsone-hop neigbhorhood;2: Initiator turns into blak and broadasts blak message;3: if a white node u reeives blak messages then4: u turns into gray and broadasts gray message;5: end if6: if a white node u reeives gray messages then7: u broadasts blaktobe message;8: end if9: if a white node u has broadasted blaktobe message then10: if u reeives blak message then11: u turns into gray and broadasts gray message;12: end if13: if u has the highest rank among the senders of blak-tobe messages it reeived or all its neighbors with higherranks whih have sent blaktobe message have turnedgray then14: u turns into blak and broadasts blak message;15: u piks its gray neighbor with highest rank and uniastonnet message to the gray node;16: end if17: end if18: if a gray node u reeives onnet message then19: u turns into red and broadasts red message;20: end if3.3 Merging on growth onitsIn this setion, we introdue the de�nition ofgrowth onits and investigate all possible onits,then we present our sheme of resolving the onitsto aggregate multiple dominating trees and illustratethe loalized algorithm.Growth Conits. In the forest onstrution phase,sine multiple trees are onstruted in parallel, somebranhes of some dominating trees will enounter



eah other. We all it growth onits. Note thatthe dominating tree may ontinue growing at otherbranhes. There are two possible onits: blak grayonit and gray gray onit. Blak gray onithappens when a blak leaf node in one tree meetsa gray leaf node in another tree; gray gray onithappens when a gray leaf node in one tree meets agray leaf node in another tree. In both ases, oneor two gray nodes need to be olored as onnetors.There is no blak blak onit sine: 1) any twoinitiators ould not be neighbors, 2) after a whitenode broadasts a blak-to-be message and before ithanges olor, either it has blak neighbors so it turnsinto gray instead of blak, or if it turns into blak, allits neighbors turn into gray. There are no onitsinvolving red nodes either sine in one dominatingtree, red nodes are interonneting nodes, it ould notbe a leaf node. So we only need to resolve blak grayonit and gray gray onit.Merging. To aggregate multiple dominating treesinto one virtual bakbone, more nodes need to beadded to serve as onnetors when two branhes havegrowth onits. Our main idea is to let blak nodeshoose the onnetor beause blak nodes are alreadyin the bakbone. If there is a blak gray onit, theblak node requests a gray node to serve as the onne-tor. If there is gray gray onits, one of the two blakparents of these two gray nodes requests the two graynodes to serve as the onnetors. In order to onstruta small-sized virtual bakbone, the number of onne-tors to onnet multiple dominating trees is preferredto be small. The key ideas in our sheme for reduingthe number of onnetors are:1. Before a blak node requests gray node(s) as on-netor(s), it needs to �rst hek whether it hasonneted to the other dominating tree throughother onnetors. Note we hek for the onne-tivity of this blak node to the other dominatingtree, not the onnetivity of this blak node to theblak parent of the gray node in the other tree.2. Find the shortest path to interonnet two blaknodes in two dominating trees. Due to the delayof exhanging messages among nodes, if there ex-ists both a 2-hop path and a 3-hop path betweentwo blak nodes in di�erent trees, the blak nodeswill learn the existene of the 2-hop path earlierthan the existene of the 3-hop path. We let blaknode to hoose the onnetor, so the blak nodewill hoose the node on the shorter path as on-netor;

3. hoose only one of the multiple paths to onnettwo blak nodes. After a blak node hooses aonnetor to onnet to another blak node, it willdelay the deision of whether to hoose anotheronnetor until it reeives the aknowledge fromthe onnetor it just hose and it remembers thatit has been onneted to the tree the blak nodein and ignores other onnetors to onnet to thesame tree.4. Let lower ranked tree onnets to higher rankedtree. If there is a gray gray onit, only the par-ent with the lower rank initiates the onneting.The heuristi is to let the less stable tree onnetto the more stable one.Implementation for merging on onits. In ad-dition to the �ve types of messages in setion 3.2, twonew messages, gray2, onnet2, are de�ned to resolvethe gray gray onit. The same onnet message asde�ned in setion 3.2 is used to resolve the blak grayonit.The formats of gray2 and onnet2 messages arede�ned as below:� gray2: gray2, id, stability, parentofGrayNeighbor,rootofGrayNeighbor� onnet2: onnet2, idIn our design, eah node maintains the id of itsparent and root, a list of all blak nodes that it hasbeen onneted to and their roots, and a list of allgray messages it has reeived but not proessed. Af-ter the virtual bakbone is onstruted, a blak nodeknows how to reah its bakbone neighbors in 3-hopneighborhood, a red node knows its 1-hop bakboneneighbors, and a gray node knows its dominators inthe bakbone. Algorithm 2 presents the loalized im-plementation of the merging proess.3.4 An exampleFig. 2 illustrates the steps to mark 10 nodes withthe given topology. The lower the number markedon the node, the higher the rank it has. There aretwo dominating trees rooted at 0 and 2, and there is ablak gray onit between 0 and 7, and also gray grayonits between 1 and 6, and 8 and 9. The reasonwhy 7 is piked as a onnetor is due to the fat that 2knows 7 as a onnetor one message-exhanging timebefore 2 learns that 6 and 9 an also be onnetors.Further, 2 will only add new onnetors after reeivinga red message from 7 whih tells it that it has beenonneted to tree 0, so 2 will not mark 6 or 9 as aonnetor. Beause 0 has a lower rank than 2, it will



Algorithm 2 Merging on onits1: if a gray node u in Ti reeives gray msg for Tj then2: u remember the sender id and uniasts gray2 msg to itsparent;3: end if4: if a blak node u in Ti reeives gray msg for Tj and u hasnot been onneted to Tj then5: u uniast onnet msg to the sender; insert root and par-ent of the sender into blak node list and lok its blaknode list;6: end if7: if a blak node u reeives red msg then8: unlok its blak node list; add new root ids in the msg toblak node list;9: end if10: if a blak node u in Ti reeives gray2 msg for Tj and u hasnot been onneted to Tj and u has smaller rank than theparent of the other gray node then11: u uniast onnet2 msg to the sender; insert root andparent info kept in the message into blak node list andlok its blak node list;12: end if13: if a gray node u reeives onnet msg then14: u turns into red and broadasts red msg;15: end if16: if a gray node u reeives onnet2 msg then17: u turns into red and broadasts red msg; uniast onnetmsg to the gray msg sender it has remembered;18: end if19: if a red node u reeives onnet msg then20: red node updates its blak node list; enapsulates its new2-hop blak neighbor and its root id in red msg and broad-asts red msg;21: end if
not mark 1 or 8 (thus 6 or 9) as a onnetor either.Note that tree 0 ontinues growing in the left diretionwhile it merges with tree 2 in the right diretion. Theforest onstrution and merging on onits phases areinterleaved.3.5 Corretness and Performane Analy-sisLemma 1 All blak nodes Bi in a dominating tree Tiform an MIS, where 1 � i � the number of initiators.Proof. The dominating tree onstrution inremen-tally enlarges the blak node set by adding blak nodes2 hops away from the previous blak nodes set, alsothe newly olored blak nodes ould not be adjaentto eah other, hene every blak node is disjoint fromother blak nodes. This implies that Bi forms an in-dependent set. Further, every gray or red node musthave at least one blak neighbor, so if oloring anygray or red node blak, Bi will not be disjoint any-more. Hene Bi is a maximal independent set. 2Lemma 2 All blak nodes B generated by MCMISform an MIS.

Figure 2: An Example of the oloring proess ofMCMISProof. In MCMIS, all blak nodes are deided in theforest onstrution. From lemma 1, all blak nodes Biin a dominating tree Ti form an MIS of Ti. There is noblak blak onit, and tree merging only introduesnew red nodes, so all blak nodes are disjoint, thus Bis an independent set. Further, there an only existblak gray and gray gray onits between any twotrees, thus the two blak nodes in two di�erent treesare separated by either 2 or 3-hops. This implies thatB form a MIS. 2Theorem 1 The resulting bakbone is onneted.The algorithm has performane ratio of 192, time om-plexity of O(n), and message omplexity of O(n�).Proof. In Lemma 2, we have proved that all blaknodes form an MIS. In setion 3.2, we have shownthat dominating tree onstrution guarantees a tree,and all gray nodes are leaves, thus all blak nodesand red nodes in a tree are onneted. In the mergingon onits phase, for a blak gray onit, two blaknodes in two trees are onneted by oloring one graynode red if they have not been onneted in otherways. For a gray gray onit, two blak nodes in twotrees are onneted by oloring two gray nodes red ifthey have not been onneted in other way, thus allblak nodes and red nodes onneted. The virtualbakbone omposed of all blak and red nodes is alsoonneted.Sine all blak nodes form a MIS, the proof for per-formane ratio is the same as in [8℄, whih is 192. Thetime omplexity is O(n) sine the worst ase is that



all nodes are in either asending or desending order.Eah white node broadasts 0 or one blaktobe mes-sage. Eah blak node broadasts one blak messageand uniasts at most � onnet messages, where �is the maximum nodal degree in the UDG. Eah graynode broadasts one gray message, uniasts at most �gray2 and onnet2 messages. A red node broadastsat most � red messages, thus the message omplexityis O(n�) 24 Simulation ResultsIn this setion, we verify our algorithm by simula-tion and evaluate its performane in terms of bak-bone size and lifetime against Wu and Li's algorithm(WLA) [10℄ whih is also a loalized algorithm andhas the longest bakbone lifetime shown in [4℄. Toevaluate the e�et of stability as a parameter, we im-plemented two versions of our algorithm, MCMIS-1and MCMIS-2. The di�erene between these two ver-sions is MCMIS-2 uses stability as a ranking parame-ter, while MCMIS-1 does not. The ranking of MCMIS-1 is (effetive degree; id). In the following, we �rstexplain the mobility model we use and then presentthe simulation results.4.1 Mobility ModelRandom way-point model (RWP) [1℄ is widely usedto model the movement of individual nodes. However,[1℄ [2℄ argued that the original RWP has two mainproblems: border e�et auses the node distribution isnot uniform and the average speed tends to reah 0instead of around the middle point of minimum andmaximum speeds.We deploy a modi�ed RWP model whih uses statiparameter as in [1℄ and modi�es the destination sele-tion so that a node selets its next destination from abigger region beyond the border. When a node reahesa boundary, it bounes and moves bak toward theenter. It an be shown that this model is able to en-ter the steady state rapidly, i.e., the node distributionlasts nearly uniform and the average speed onvergesquikly. In our following simulation, the mobility pa-rameters are set as follows: minimum speed is 1m/s,maximum speed is 5m/s, pause time varies from 0 to10s, and the stability parameter is 0.5.4.2 Simulation resultsThree groups of experiments are onduted: 1)Both the area where a onneted topology is gener-ated and the transmission range of nodes are �xed.By varying the number of nodes in the area, we mea-sure the salability of our algorithm; 2) Both the nodenumber and transmission range are �xed. By varyingthe area, we measure the performane of our algorithmunder di�erent network density; 3) The node number,

transmission range, and the area are �xed. We runthe simulation for 150 seonds, and measure the ef-fet of the stability on the lifetime of the generatedbakbone.Fixed area. In this experiment, the area is a 400m�400m square, transmission range of eah node is 100m,whih is one-quarter of the area edge. This is a typialsetting for multi-hop ad ho networks. For eah ase asnode number varies from 20 to 100, we run the simula-tion for 50 times. Fig. 3.(a) shows that both MCMIS-1&2 generate smaller bakbone sizes than [10℄. Asthe node number inreases, the bakbone size of ouralgorithm inreases muh slower than [10℄, whih sug-gests our sheme has very good salability. Anotherinteresting observation is that when node number isgreater than 75, MCMIS-2 performs slightly betterthan MCMIS-1. This indiates that when the net-work gets denser, the e�etive degree parameter be-omes less important in reduing the bakbone sizebeause most of the node's degrees are very high.
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Fixed node number. In this experiment, the nodenumber is �xed as 100, and the transmission rangeis 100m. For eah ase as the area inreases from200m� 200m to 800m� 800m (the edge is inreasedby 50m) we run the simulations for 100 times. Thenumber in the parenthesis is the average node degree.Fig. 3.(b) shows that both MCMIS shemes an gen-erate a bakbone about 10 nodes smaller than WLAwhen the average degree of the nodes is from 6 to 10,whih are the most ommon and realisti ases. Aswe expeted, the bakbone size inreases as the net-work gets sparser. We also observe that when thenetwork is denser, for example the average degree ofnodes is greater than 10, MCMIS-2 starts to outper-form MCMIS-1. This on�rms that e�etive degree isnot an important parameter when the network is verydense.Lifetime of the virtual bakbone. In this exper-iment, we randomly generated a onneted topologyfor 75 nodes in a 400 � 400m2 area, the transmissionrange is �xed at 100m. We generated a movement his-tory for 150 seonds and measures the average size andlifetime of the bakbone onstruted by our algorithmand [10℄ over 100 times.
Algorithm Average CDS size Average Life timeWLA 30.06 27.23MCMIS-1 23.81 8.98MCMIS-2 24.36 43.48

Table 2: Comparison of Bakbone Size and Life Time
We an learly see the e�etiveness of adopting sta-bility as one of the nodal ranking parameters fromTable 2. The bakbone lifetime of MCMIS-2 (whihadopts nodal stability) is prolonged to almost �vetimes longer than that of MCMIS-1, while the sizesof generated virtual bakbone are omparable, whihis only 0.5 di�erene. Compared with [10℄, MCMIS-2,with a smaller bakbone, signi�antly improves thebakbone lifetime from 27.23 seonds to 43.48 se-onds. (Note that in [4℄, the [10℄ has the longest life-time). Thus our sheme an generate a smaller andmore reliable virtual bakbone. Prolonged lifetimealso implies less bakbone reonstrution or mainte-nane overhead, whih is a very desirable feature ofvirtual bakbone shemes.Overall, the simulation results demonstrate thatMCMIS is able to obtain a stable virtual bakbonewith a small size in typial mobile network environ-ments.

5 Conlusion and Future WorkIn this paper, we presented a novel loalized shemeto generate a onneted dominating set, whih anserve as a virtual bakbone in mobile ad-ho networks.We de�ned node ranking as a tuple of (stability, e�e-tive degree, id) thus signi�antly prolonged the life-time of the onstruted bakbone. We also designeda loalized algorithm whih an quikly onstrut asmall-saled bakbone. Extensive simulation resultsdemonstrate that the bakbone onstruted with oursheme is more stable and have smaller size than otherloalized sheme.Our future work inludes: 1) exploit how to inter-leave the onstrution of virtual bakbones and routedisovery. There are two possible diretions. First,we ould use the information olleted for onstrut-ing virtual bakbone to help redue routing overhead.Seondly, we an identify useful information for routedisovery and try to ollet them during virtual bak-bone onstrution; 2) simulate mobile environmentswith other models, suh as the group mobility modeland the hybrid model; 3) handle the roaming of non-bakbone nodes.Referenes[1℄ C. Bettstetter, G. Resta and P. Santi, The Node Distributionof the Random Waypoint Mobility Model for Wireless Ad HoNetworks, IEEE Transations on Mobile Computing, vol. 2,no. 3, 2003, pp. 257-269.[2℄ J. Yoon, M. Liu and B. Noble, Random Waypoint ConsideredHarmful, Proeedings of Infoom, 2003.[3℄ I. Cidon and O. Mokryn, Propagation and Leader Eletionin a Multihop Broadast Environment, Proeedings of 12thInternational Symposium on Distributed Computing, 1998.[4℄ Manki Min, Feng Wang, Ding-Zhu Du and Panos M. Pardalos,A Reliable Virtual Bakbone Sheme in Mobile Ad-Ho Net-works, Proeedings of the 1st IEEE International onfereneon Mobile Ad Ho and Sensor Systems, 2004.[5℄ S. Guha and S. Khuller, Approximation Algorithms for Con-neted Dominating Sets, Proeedings of European Sympo-sium on Algorithms, 1996.[6℄ S.-Y. Ni, Y.-C. Tseng, Y.-S. Chen and J.-P. Sheu, The broad-ast storm problem in a mobile ad ho network, Proeedingsof MOBICOM, 1999.[7℄ P. Sinha, R. Sivakumar and V. Bharghavan, Enhaning Adho Routing with Dynami Virtual Infrastrutures, Proeed-ings of Infoom, 2001.[8℄ P.-J. Wan, K. M. Alzoubi and O. Frieder, Distributed Con-strution of Conneted Dominating Set in Wireless Ad HoNetworks, Proeedings of Infoom, 2002.[9℄ K.M. Alzoubi, P.-J. Wan and O. Frieder, Message-OptimalConneted Dominating Sets in Mobile Ad Ho Networks,MO-BIHOC, 2002.[10℄ J. Wu and H. L. Li, On alulating onneted dominating setfor eÆient routing in ad ho wireless networks, Proeedingsof the 3rd ACM international workshop on Disrete algo-rithms and methods for mobile omputing and ommunia-tions, 1999.
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