CSE 471/598 – Introduction to Artificial intelligence

Project II – Requirement Specifications

Decision Trees Using Gini Measure

Deadline: 4/22/04 Thursday
In this project you are required to implement a decision tree construction algorithm using the gini measure. 

Induction of Decision Trees

Decision Trees are one type of classifiers that is widely used by the machine learning community. The label ‘y’ of an example ‘X’ is obtained by passing the example down from the root to the leaf, testing the appropriate attribute at each node and following the branch corresponding to the attribute’s value in the example. A decision tree is learned by recursively replacing the leaves by test nodes until certain stopping criterion is met, starting at the root.

Gini Measure

You have learnt in the class using Entropy as a measure of impurity (well, the book describes it as information content, but it could be interpreted as uncertainty or impurity) for the selection of node attributes in the construction of decision trees. Gini measure is another commonly used impurity measure for selecting the node attributes. Gini measure is defined as follows:
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 can be interpreted as the probability that an example in node v is assigned to a class other than k. Hence the gini measure could be interpreted as the probability an example at the node is classified incorrectly.

Problem

Your program should read in a training dataset, construct the decision tree on the training data using the gini measure as impurity measure, and test the classifier on both the training and testing dataset. The program should output the following: the decision tree, the predictions, the confusion matrix, and the classification error for both training and testing files. Click here for sample training and testing datasets.

Classification error is the percentage of examples that are not classified correctly by the classifier. Confusion matrix is a matrix showing the predicted and actual classifications. A confusion matrix is of size L x L, where L is the number of different label values. The following confusion matrix is for L=2: 

	actual     \    predicted 
	negative
	positive

	Negative
	a
	b

	Positive
	c
	d


Datasets

The datasets will have the following format. All the attributes will be nominal (not necessarily boolean) and the class label will also be discrete (not necessarily boolean). The will not be any missing values in the data.

M N

Heading1 Heading2 … HeadingM

Data11 Data12 … Data1M

……

……

DataN1 DataN2 … DataNM

The first row of the dataset will specify the number of columns and rows in the dataset. The number of columns includes the class label too, which will be the last column always. The second row specifies the column headings separated by space. The next N rows will have the actual data separated by space.

Output File Format

There is no specific format for specifying the decision trees. Choose your own convenient way for writing it. Do not forget to describe the format of your decision tree in the report.

The decision tree is followed by:

Training Dataset

Predictions

Class1

Class3

Class1

…..

.....

Class2

Confusion Matrix


Class1
Class2
Class3

Class1     a
     b
    c

Class2
    d
     e
    f

Class3
    g 
     h
    i

Classification Error = (1 – accuracy)*100 (as x%)

    (where accuracy = (a + e + i)/N)

Testing Dataset

Predictions

Class1

Class3

Class1

…..

.....

Class2

Confusion Matrix


Class1
Class2
Class3

Class1     a
     b
    c

Class2
    d
     e
    f

Class3
    g 
     h
    i

Classification Error = x%

Implementation Notes

Include the following function in your code.

(defun decision-tree(trainfile, testfile, outfile))

The function ‘decision-tree’ takes three arguments

trainfile – training dataset file name

testfile – testing dataset file name

outfile – output file name

The function should train a decision tree from the data in the trainfile, test it on both trainfile and testfile, and write the results in outfile.

Submission and Grading

You need to submit the soft copy of the project via myASU Assignments section and turn in a report in the class or at the CSE department office. The report should be brief and contain the following:

· Problem Statement

· Design – Data Structure Design and Algorithm design

· Sample Input and Output

· Discussion on any topic on decision trees. It could be on any other impurity measure, any method of pruning the decision tree, etc.

The distribution of grades for the project is:

Soft Copy – 60%

Project Report – 40%
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