Clustering Time Series from ARMA Models

with Clipped Data
(A.J. Bagnall & G.J Janacek)

ARMA – AutoRegressive Moving Average ( Regression formula for a Time Series

In general, for time series X = < x1, x2, …, xn > 


( predict xn+1 using formula:   xn+1 = ξ + (nxn + (n-1xn-1 +. . . + (1x1 + (n+1

(i – represents  the “autoregression” parameter; think of it as weighted sum of previous deviations from the mean.


(n+1 –   random error at time n+1


( predict xn+1 using moving averages instead:   xn+1 = an+1 + θnan + θn-1an-1 +. . . + θn-qan-q

ai – moving average from a set of consecutive value; weighted average based on previous seen values.


θi – equivalent to (i above.

Autoregression Objective – predict by minimizing mean square of the deviations based on “seen” values.

Clipped Data:

Calculate the Mean for the X(t) sequence. Translate time series X(t) into C(t) by assigning “1” if the corresponding time interval is greater than the mean, assign “0” otherwise.
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Figure 5: Accuracy for increasing probability of an
outlier




Clustering Procedure:

Cluster using k-means, or k-medoids, using Euclidean Distance between the fitted parameters (a function of the autoregression parameters above).

Space, Time and other Improvements:

Benefits of using clipped series:


data can be packed efficiently in “integer” arrays


can perform operations on the data with simple “bit-operators” (hence faster execution)


more immune to noise
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Figure 10: Average time taken to find distances be-
tween series length 1000



[image: image5.png]Figure 8: Average linkage dendrogram for unclipped
data




[image: image6.png]Figure 9: Average linkage dendrogram for clipped
data
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	    1	if	X(t) > mean


C(t) =


	    0	otherwise
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