A Wavelet-Based Anytime Algorithm for K-Means

Clustering of Time Series

(M. Vlachos, J.Lin, E. Keogh, D. Gunopulos)

3rd SIAM International Conference, 2003)

Wavelet: A mathematical transform of a “series” into linear components.  An alternative to similar techniques such as Fourier Transform (FT), and Cosine Transform, and ALL their siblings (i.e. DFT, FFT, etc.)

Haar Wavelet Decomposition – Algorithm Synopsis: 

    For a series of N = 2k elements, 

        Calculate the average of every pair of consecutive elements.

        Calculate the average difference between the first and second element of every pair.

        Form a new series using the averaged results.

        Save the “differences” for later.

        Repeat the steps above for the new series until size new series = 1
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Figure 1: The Haar Wavelet representation can be
visualized as an attempt to approximate a time series
with a linear combination of basis functions. In this
case, time series A is transformed to B by Haar wavelet
decomposition, and the dimensionality is reduced from
512to 8.
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Figure 6: On the lefi-hand side, we show three instances
from each cluster discovered by the I-kMeans algorithm.
We can visually verify that our algorithm produces
inwitive results.  On the right-hand side, we show that
hierarchical clustering (using average linkage) discovers
the exact same clusters. However, hierarchical clustering
is more costly than our algorithm.



Example: Series ( 2, 8, 1, 5, 9, 7, 2, 6 )

N=512 Points Sample Series.
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                                               [image: image2.png]Figure 2: The Haar Wavelet can represent data at
different levels of resolution. Above we see a raw time
series, with increasingly finer wavelet approximations
below.




The I-kMeans Clustering:

I stands for interactive.

Starting with the second level of the Haar decomposition, 

use the Haar Coefficients for regular kMeans Clustering

1st level – pre-clustering – cluster seeds. At each subsequent

level, uses previous level final centers as initial centers.

Initial Clustering is a coarse representation of the data. 

Keep fine tuning with additional levels/iterations
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Why  “Anytime” ? – Means that we can stop the algorithm  anytime we like, if we feel like it, in between iterations, 

before final resolution. Trades Execution time for quality of results (“good enough”).

Considerations:

Series has to be a power of 2.

Need significant data points for significant resolution.

There is a trade-off between resolution/reproducibility & compression ratio.

For clustering, is better to have all series decomposed off-line ahead of time.

Wavelet offers an efficient way to reduce the data. Can be implemented On-Line

Exercise: 


Fill missing values from Table
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Sum Haar0-Haar7
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