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Abstract Unprecedented amounts of media data are publicly accessible.
However, it is increasingly difficult to integrate relevant media from multiple
and diverse sources for effective applications. The functioning of a multimodal
integration system requires metadata, such as ontologies, that describe media
resources and media components. Such metadata are generally application-
dependent and this can cause difficulties when media needs to be shared across
application domains. There is a need for a mechanism that can relate the common
and uncommon terms and media components. In this paper, we develop an
algorithm to mine and automatically discover mappings in hierarchical media
data, metadata, and ontologies, using the structural information inherent in
these types of data. We evaluate the performance of this algorithm for various
parameters using both synthetic and real-world data collections and show that the
structure-based mining of relationships provides high degrees of precision.

Keywords Retrieval and mining of semantics - Extracting and mining semantics
from multimedia databases - Knowledge discovery in XML - Hierarchical
multimedia - Ontologies - Multimodal integration - Structure-based mining

1 Introduction

Universality, i.e., the need for accessing media, collected and indexed in-
dependently by various applications and organizations, necessitates uniform
organization schemes that would allow easy access and integration of media.
Instead, media is mostly available to users and applications in diverse structures
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and formats. Furthermore, considering the multitude and diversity of these
applications, it is not viable to expect a global unifying scheme.

Semantic networks of media, wherein different applications can exchange
information and integrate multimodal data, require information about each me-
dia to be represented in a detailed and structured manner. To enable such in-
formation exchanges, various hierarchical metadata frameworks have been pro-
posed. For instance, Resource Description Framework (RDF) [3], supported by
the World Wide Web Consortium, aims at providing a means for the descrip-
tion of metadata, in an organized, informative, searchable, and accessible man-
ner. RDF schemas are implemented for representing multimedia data such as im-
age, audio, and video files. An example schema could consist of three different
parts:

— Dublin Core [13] schema is used for identifying the photograph and describing
properties such as creator, editor, and title.

— Technical schema is used for capturing technical data about the photo and the
camera such as the type of camera, type of film, scanner, and software used for
digitization.

— Content schema is used for categorizing the subject of the photo by means of a
controlled vocabulary. This schema allows photos to be retrieved based on such
characteristics as portrait, group portrait, landscape, architecture, sport, etc.

RDF and similar metadata description frameworks provide a common lan-
guage through which metadata, such as media and application ontologies, are ex-
changed. This enables software systems to create a uniform structure to represent
and organize data, which renders the integrated data manageable and retrievable.
Consequently, many multimedia standards define objects as a structured collection
of media objects.

The metadata (such as content descriptors and feature names), used to describe
resources in RDF and other metadata description languages, are defined by var-
ious communities. The metadata creators, depending on the specific application,
culture, use different terms for similar concepts. For the functioning of an auto-
mated multimodal media integration system, the semantics behind the metadata
terms used by various authors and communities should be mined and automat-
ically related. Hence, a mechanism to mine and relate semantically similar but
syntactically different metadata is required.

In this paper, we develop algorithms to automatically mine concept mappings
in hierarchical media data, metadata, and ontologies. We propose a solution which
mines such relationships using the inherently available structural information. We
use Multidimensional scaling (MDS) [13, 22, 23, 51] to map the nodes between
the two different but similar structures (multimedia hierarchies, ontologies, or
namespaces) such that the syntactically different but semantically similar com-
ponents map to each other.

In Sect. 2, we present our motivation. In Sect. 3, we define the problem for-
mally and in Sect. 4, we propose a solution and develop an efficient algorithm.
Then, in Sect. 5, we evaluate the performance of the algorithm for various param-
eters and show that it is very effective in addressing this challenge.
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2 Motivations

In this section, we present two related motivations for this work. This first one,
integration of multimedia resources described in resource description framework,
requires mining of mapping of hierarchical namespaces (or ontologies). The sec-
ond application, XML multimedia document matching and integration, requires
mining and mapping of components (elements or attributes) in various multime-
dia objects.

2.1 Integration of RDF described media resources

If application and media content experts could easily associate metadata with each
resource they create, then this knowledge could be used by access and integration
engines to increase their efficiency and precision.

Within the context of web information integration, many proposals are made to
the World Wide Web Consortium (W3C) for representation of Web-related meta-
data. Initial solutions were based on the < M ET A > tag of the HTML. Currently,
many companies, such as Microsoft, IBM, Motorola, Netscape, Nokia, OCLC, are
actively participating in the field of metadata framework developments. In 1997,
Netscape submitted a proposal, titled “Meta Content Framework”, to W3C [19].
The two principles on which the meta content framework (MCF) is based are
(1) there is no distinction between the representation needs of data and meta-
data, and (2) for interoperability and efficiency, schemas for different applications
should share as much as possible in the form of data structure, syntax, and vo-
cabulary. The culmination of various frameworks was the resource description
framework [24]. RDF provides application developers with a foundation for the
description of metadata for the next generation of interoperable applications [3].

Ontologies, formalisms that define the relationships among terms in a given
application, describe the context in which metadata is applied. They are used to
link, compare, and differentiate information provided by various application re-
sources. RDF provides a data model where entities and relationships can be de-
scribed. The relationships in RDF framework are first class objects, which means
that relationships between objects may be arbitrarily created and be stored sepa-
rately from the two objects. This nature of RDF is very suitable for dynamically
changing, distributed, shared nature of the Web.

The metadata (property names) used to describe resources are generally
application-dependent and must be associated with RDF schema. This, however,
can cause difficulties when RDF descriptions need to be shared across appli-
cation domains. For example, Fig. 1 represents an RDF statement for resource
www.asu.edu. The property (metadata) used to define the resource University_1
are, Name and Location. However, the property Location can be defined in some
other application domain as Address. Although the semantics of both property
names are the same, syntactically they are different. In general a property name
may have a broader or narrower meaning depending upon the needs of particular
application domains. To prevent such conflicts and ambiguities, the terminology
used by each application domain must be clearly identified.

RDF uniquely identifies property names by using the Namespace mecha-
nism [41]. A namespace can be thought of as a context or an ontology that gives a
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Location

Arizona State University Tempe, AZ

Fig. 1 Example RDF statement

specific meaning to what might otherwise be a general term. It provides a method
for unambiguously identifying the semantics and conventions governing the par-
ticular use of property names by uniquely identifying the governing authority of
the vocabulary. Although with the help of namespaces, we can uniquely identify
and relate the metadata to a particular governing authority or a community, there
is no straightforward way to map and relate terms or properties among different
communities.

Consider the two hierarchical namespaces provided in Fig. 2 (the hierarchy
usually corresponds to the concept/class hierarchy) of the underlying domains. As
it is implied by the similar structures of these namespace hierarchies, the terms
Processor and CPU are semantically related. Therefore, if the user integrates two
data domains each using one of these two namespaces, whenever a query is issued
using the property name CPU, the content having the property name Processor
should also be retrieved.

Automatic mapping of the semantically similar but syntactically different
terms from the different namespaces is one of the necessities for integration of
content from independently created data sources. An automated mechanism needs
to be devised that relate the common and uncommon terms of various metadata
communities.

2.2 Matching of XML specified media objects

Many multimedia standards define objects as structured collections of media data.
XML description of such multimedia objects and structures is very common.
Examples include virtual reality modeling languages (X3D), media content de-
scription frameworks (MPEG7 [50]), e-commerce web documents, and geo-
graphic information systems. Extensible markup language (XML) [15] defines a
generic syntax used to mark up data with simple, human readable tags. It provides

Fig. 2 Similar hierarchical namespaces
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<IELEMENT A(C* D?,B* A*)>

N oo <IELEMENT B(E?,F?,L?)>

c D B A <IELEMENT C(#PCDATA)>
/\ <IELEMENT D(#ANY)>
‘ <IELEMENT E(#CDATA)>
E F B <IELEMENT F(#ANY)>

<IELEMENT L(#CDATA)>

L

Fig. 3 An example XML document and the corresponding DTD

Root
Translation
T~
Transform- 2 3 4 Transform 111
Color — 10 100 10 Color-2510
Shine — 0.75 Color—2010 10
Box— 222 Shine — 0.8

Circle — 2

Fig. 4 An example X3D document and the corresponding 3D world

a standard format for computer documents. As shown in Fig. 3, an XML document
is a tree-like structure, whose structure may be defined through a Document Type
Definition (DTD) or through an XML-schema. XML is very flexible; its attributes
and sub-elements can be either missing or repeated. DOM [12] and LORE [33]
are two well-known tree-based data models for XML documents. Each node of
the tree corresponds to an element or an attribute of an element in the XML doc-
ument. The root node contains the document’s root. A child node corresponds to
a subelement or an attribute of the parent node. For each child of a node, besides
the pointer to the child, there is a tag in the node that indicates the name of the
child node. If the child is a subelement, the name is its element tag. If the child is
an attribute, the name is the attribute name.

XML became the de facto standard for multimedia data representation. For
example, X3D [14], a file format and related access services for describing in-
teractive 3D objects and worlds, is based on XML. X3D nodes are expressed as
XML elements, i.e., tagged names (see Fig. 4 for an example X3D document).
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Fig. 5 Two similar XML documents; the node labels F and X are likely to denote semantically
similar elements

XML tags can be used for describing the data in the form of a hierarchical
structure. This provides flexibility and expressive power to the data description
framework, but it also complicates the integration task as different domains could
have different sets of rules, tags, and properties to represent the same data. Al-
though, whenever they are available, DTDs and namespaces provide information
about the structure of the XML files, not all XML documents have associated
DTDs. In fact, one of the main reasons why XML is becoming a de facto infor-
mation exchange standard is that each XML document (even when it does not
have an associated DTD) is self-describing: the hierarchical structure and the tags
in this hierarchy gives information about the relationships between the tags, i.e.,
the data elements and their attributes. Consequently, given two similar multimedia
objects, where different tag names are used to denote similar concepts, it should
be possible to make the association between these tags using an analysis of the
hierarchical XML document structures. For example, in Fig. 5, nodes labeled F
and X are likely to correspond to each other.

3 Problem statement

The problem we address in this paper is to mine mappings between the nodes
of hierarchical media data, metadata, and ontologies. The main observation is that
the structural similarity between two given trees (hierarchical media objects, XML
documents, or name spaces) can provide clues about the semantic relationships
between their nodes.

In general, the nodes in the two trees can be divided into common and un-
common nodes. The common nodes are those shared by the two trees and can
either have the same labels or (in the case of multimedia data) they may have
application-dependent features that provide high degrees of similarity [7]. In this
paper, we do not focus on how common nodes are discovered. Our aim is to relate
the uncommon nodes of a two given hierarchical structures. Therefore, formally,
we can state the problem as follows.

Given

— two trees, TI(VI, EI) and T2(V2, E2), where V denotes the nodes in the tree
and E denotes the edges between the nodes,

— a partial mapping, M, between the nodes in V/ and V2, (we call those nodes in
VI and V2 that have a mapping, the common nodes) and
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— two unmapped nodes v; in V/ and v; in V2,
compute the similarity between v; and v;.

For example, given the two trees in Fig. 5, the user or the content-integrator
might want to find which node in the first tree corresponds to the node labeled X
in the second tree. (In this example, purely based on the structures of the two trees,
we can conclude that X corresponds to F in the first tree.)

The use of structural information for mining of semantic relationships is not
new. We used structural information available on the web for mining web docu-
ment associations, summarizing web sites, and answering web queries [5, 6, 28].
[25, 43, 46, 47] have used the language taxonomies and IS-A hierarchies to define
the similarity and distance between terms in natural language. These mainly rely
on the observation that given a tree, T(V, E) and two nodes, a and b, on the tree,
we can compute a distance, d(a, b), between the nodes by considering the struc-
ture of the tree, for instance by counting the number of edges between them. The
main challenge we face in this paper for finding the similarity between two nodes
in two different trees, on the other hand, is that there is no common structure to
help compare these two nodes; since the two trees may have arbitrarily different
structures, finding a mapping between the nodes is not trivial.

4 Proposed approach

To match two nodes in two different trees, we need to find a mapping such that the
distance values in two trees between the common nodes are preserved as much as
possible. In this paper, we address this challenge by mapping the two trees into a
common space using the matching nodes and comparing the unmapped nodes in
this common space. The proposed solution can be broken down into four steps.

1. Map the nodes of 7/ and 72 into two multidimensional spaces, S/ and S2, both
with the same number of dimensions.

2. Identify transformations required to align the space S/ with the space S2 such
that the common nodes of the two trees are as close to each other as possible
in the resulting aligned space.

3. Use the same transformations to map the uncommon nodes in S1 onto S2.

4. Now that the nodes of the two trees are mapped into the same space, use clus-
tering and nearest-neighbor algorithms to find the related uncommon nodes in
the two trees.

4.1 Step I: Map both trees into multidimensional spaces

We map the trees based on the common nodes. For example, the common nodes
of two given namespaces might include the shared terms such as University and
College that are known to denote similar concepts.

Multidimensional scaling is a family of data analysis methods, all of which
portray the structure of the data in a spatial fashion [13, 22, 23, 51]. MDS is used
to discover the underlying spatial structure of a set of data items from the distance
information among them. MDS works as follows, it takes as inputs (1) a set of N
objects, (2) a matrix of N x N, containing pairwise distance values, and (3) the



K. S. Candan et al.
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Fig. 6 MDS mapping of four data points onto a two-dimensional space

desired dimensionality k. Given these inputs, MDS tries to map each object into a
point in the k-dimensional space (the mapping process of documents, given their
distances with respect to one another, is shown in Fig. 6). The criterion for the
mapping is to minimize a stress value which is calculated as

d . —dj)?
stress = Z ”—2
Zz’ j

i,j iL,j

where d;; is the actual distance between two nodes vi and vj and di’ i is the distance
between the corresponding points pi and in the k-dimensional space. Thus if we
can maintain the distance between pi and pj the same as the distance between vi
and vj then the stress is 0.

MDS starts with an initial configuration of points. In this work, we assume
MDS uses a random configuration. It then applies the some form of steepest de-
scent iteratively to minimize the stress.

In a tree-structured data, for example in a namespace, similar or related nodes
are closer to each other and have less number of edges between them than the
dissimilar nodes. The closer the nodes the shorter the distance between them in
distance matrix [25, 43, 46, 47], hence similar or related nodes are mapped closer
to each other in a multidimensional space. In other words, MDS maps the similar-
ity between points: similar nodes are mapped closer to each other and dissimilar
ones are mapped far off from each other.

4.2 Step II: Find a transformations required to map the common nodes of the two
trees closer to each other in the space

Once both trees are mapped onto two separate k-dimensional spaces, we need
to relate the common nodes of the two trees. To achieve this, we identify
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transformations required to map the common nodes from both trees to each other
as close as possible in a shared space. To match the common nodes, we use the
Procrustes alignment algorithm [18, 20]. Given two sets of points, the Procrustes
algorithm uses linear transformations to map one set of points on the other set of
points. The general Procrustes algorithm seeks the isotropic dilation and the rigid
translation, reflection and rotation needed to best match one configuration to an-
other [18]. In our case, the inputs to the algorithm are the nodes (terms) common
to T1 and T2.

Note that this step uses an initial partial mapping between a subset of the nodes
in the two input trees, and the structural information inherently available, to dis-
cover the required transformation. In this paper, as in many works [11, 37, 42], we
assume that the matching between the two input trees relates each one element of
one schema to only one elements of the other; thus, the initial partial mapping is
1:1. Furthermore, we assume that the input mapping is also non-fuzzy (i.e., a given
node perfectly maps to the other one or does not map to that node at all). These
assumptions are valid especially when the two tree structures represent metadata,
such as schemas, where the mapping is naturally 1:1 and binary. However, when
the two input trees being compared are media trees (such as MPEG7 [50] or
X3D [14]), two complications that may arise. First of all, the mapping between
the nodes may be 1:n or n:n, i.e., a given node may correspond to multiple nodes
in the other tree. Second, the correspondence between the object nodes may be
less than perfect, i.e., fuzzy. Hence, this second step of the proposed algorithm,
where we identify transformations required to align the two input spaces such that
the common nodes of the two trees are as close to each other, we need to consider
the many-to-many and fuzzy nature of the common nodes. The intuitive solution
to this problem, which we use in this paper, is to eliminate the many-to-many and
fuzzy nature of the mappings by (1) not considering the mappings below a certain
quality of match, (2) for each node in one of the trees, selecting the best mapping
node as the corresponding peer, and (3) eliminating the rest of the low ranking
mappings from further consideration. An alternative approach would be to use,
instead of Procrustes, an alignment algorithm which takes the many-to-many and
Jfuzzy nature of the mappings while identifying the appropriate linear transforma-
tions to map one set of points on the other set of points. In this paper, we do not
investigate this second approach.

4.3 Step III: Use the same transformations to map the uncommon nodes

The previous step returns the transformations required to modify the given spaces
such that the common nodes of both trees conform to each other as much as pos-
sible. This matching between the common nodes of both trees can, then, be used
to define the similarity between the uncommon nodes. Using the transformations
identified in the previous step, the uncommon nodes in two trees are mapped into
the space in terms of their distances from the common nodes in respective trees.
The uncommon nodes of both trees that are approximately at the same distance
or at the same distance range from the common nodes in their respective trees
are likely to be similar and will be mapped close to each other in the shared
k-dimensional space.
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4.4 Step IV: Use clustering to find the related uncommon nodes from the two trees

At this point, we have two trees whose nodes are mapped onto a shared k-
dimensional space such that the common nodes are close to each other in the
space. Hence, we can use clustering and nearest-neighbor approaches to identify
related uncommon nodes.

To retrieve the related points from the multidimensional space, we use a k-
means [31] based clustering algorithm, which requires centroids to be given to
form clusters around. We use the nodes of one tree, as the centroids for the clus-
tering and we use the distances in the Euclidean space to achieve clustering. As a
result, returned clusters contain the node in one tree specified as the centroid and
one or more nodes from the other tree that are closest in the shared space. Thus,
in the form of a cluster, we have pairs of nodes from two different trees that are
similar to each other.

5 Experimental evaluation

In this section, we provide an experimental evaluation of the proposed approach
for mining mappings between the nodes of hierarchical media data, metadata, and
ontologies. To evaluate the proposed approach and to observe the effects of various
data parameters (like the number of nodes in the two trees and their degrees or
fanouts), we needed a large number of trees. Furthermore, we needed to be able
to vary these parameters in a controlled manner to observe the performance under
different conditions. Therefore, we systematically generated a large number of
tree-structured data (i.e., the ground truth) with varying parameters and use these
trees in our initial experimental evaluation. After observing the effectiveness of
our algorithm using this ground truth, we also used a real collection of data and
verified our results.

5.1 Generating ground truth

The challenge addressed in this paper is to relate nodes of two trees that can differ
from each other in terms of the number and density of nodes, or simply the node
labels. Therefore, to generate two related but different trees, we

1. picked an original tree, and then
2. distorted the original tree by relabeling existing nodes, deleting nodes existing
nodes in, and adding new nodes to the original tree (Fig. 7).

Thus, the original and the distorted trees act as two similar trees, different
in terms of the number of nodes and the labels of some of the nodes. The two
trees have some nodes that are common (undistorted) and some nodes that are
uncommon.

5.1.1 Synthetic tree generation for controlled experiments

For the first set of experiments, where input data trees are generated in a controlled
manner, we developed a tree generation program which creates a tree randomly
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a. Original tree b. Distorted tree

Fig. 7 Tree distortion process

based on two parameters: number of nodes and maximum fanout (degree). For
our experiments, we have generated original trees with the configuration shown
in Table 1. We generated (4 x 5 =)20 sets of trees with a distinct combination of
number of nodes and the fanout value. In our experiments, we used five different
seed values for each combination; therefore, we have a total of 100 original trees
for experiments. We report these results in Sects. 5.3, 5.4, and 5.5.

5.1.2 Experiments with real trees

In addition to synthetics trees, we also run our experiments with the TreeBank
dataset [52], which has a deep recursive structure (whereas our synthetic trees
were mostly balanced). We report these results in Sect. 5.6.

5.2 Terminology

Following are the terms used in discussing and explaining the experiment results.

— Number of nodes: The total number of nodes in the original tree.

— Number of nodes that are mapped: Number of nodes in the original tree + the
number of nodes in the distorted tree.

— Correct mapping: When a given query node of a given tree does map to the
corresponding node of the other tree, then the mapping is said to be correct
mapping.

— Erroneous mapping: When a given query node of a given tree does not map
to the corresponding node of the other tree, then the mapping is said to be an
erroneous mapping. The types of erroneous mappings are

Table 1 Parameters for tree generation

Number of nodes in the tree 25, 50, 100, and 200
Fanout (degree) 1,2,4,8, and 16
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e mapping to a sibling of the correct node,

e mapping to the parent node of the correct node (the correct node does not
have a sibling),

e mapping to the parent node of the correct node (the correct node has at least
one sibling),

e mapping to the sibling of the parent,

e mapping to a distant node, and

e N0 mapping

— Error percentage: This is the ratio of the erroneous mappings in the number of
mappings returned. Note that, at most one of the mapped nodes can be a correct
map:

#erroneous mappings
x 100
# of nodes mapped

— Precision: The precision is measured as

mp+my+---+my
k

where £ is the number of nodes returned and m; is the degree of matching of
node 7; in the result:

_ 1
o 1+ err;

mj

Note that a node with a lower degree of error (err) contributes more to the
precision. The degree of error is defined as follows for different types of
erroneous mappings:

e mapping to a sibling of the correct node or [err=1],

e mapping to the parent node of the correct node (the correct node does not
have a sibling) [err=1],

e mapping to the parent node of the correct node (the correct node has at least
one sibling) [err=2],

e mapping to the sibling of the parent [err=3], and

e mapping to a distant node [err=4].

If the algorithm does not return any matches, the corresponding precision is
defined as 0.

5.3 Experiment I: Label differences

In the first set of experiments, we aimed to see the performance of the proposed
algorithm when the structures of the trees are identical, but some of the nodes are
labeled differently.

For every original synthetic tree, we have generated four distorted trees us-
ing the node rename operation. The level of distortions experimented with are 5,
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Fig. 9 Types of the errors (sibling match, parent match, parent/child match, empty set, sibling
of parent match) for Experiment I

25, 45, and 65%. Therefore, we have a total of (100 x 4 =)400 test cases. For
every query node, the implementation returns the matching nodes from the other
tree. For every original tree we run four tests. Figures 8—10 provide the following
observations.
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Fig. 10 Weighted precision in Experiment I

— As the distortion increases the error also increases. Most common errors are
due to nodes that are mapped to a sibling of the correct node.

— The error pattern observed is similar in case of trees with a total number of
nodes 25, 50, 100, and 200.

— As the fanout increases, the error also increases. For trees with fanout 1 or 2,
no errors are observed.

— The precision is close to perfect (1.0) for low renaming distortions. For heavy
renaming (65%), the weighted precision can drop slightly for trees with large
fanouts.

5.3.1 The effect of distortion

The similarity mapping of the nodes of the original tree and the distorted tree
is based upon two things: The distances between the nodes in each tree and the
distances between the common nodes in both trees. The higher the number of
common nodes between the two trees, the more similar the two trees are. Hence
resulting mappings between the distorted nodes and the original nodes are better.
Increase in the distortion reduces the number of common nodes between the two
trees; as a result, the error rate increases.

5.3.2 The effect of fanout

For trees with maximum fanout 2, there is a high probability of correct mapping
when only one of the two siblings is mislabeled. However, when the fanout is
higher, the probability that siblings (especially the leaf siblings that are structurally
identical to each other) will be erroneously mapped to each other increases. Hence,
the rate of correct mapping decreases when the fanout increases.

5.3.3 Types of errors

Figure 9 presents different types of errors for trees with 100 nodes (the results are
similar in other tree sizes as well). In Experiment I, the only operation that causes
distortion is “renaming”. Hence, although the names of some of the nodes are
modified, the structure of the distorted tree is maintained. Consequently, in most
error cases, the distorted nodes are simply mapped to a sibling of the correct node.
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5.3.4 Precision

Figure 10, on the other hand, takes into account the degree of match even for those
nodes that do not perfectly match the requested node. From this figure, it is again
clear that the result precision is close to perfect (1.0) for low renaming distortions.
In the case of heavy renaming (65%), the weighted precision drops as the fanout
increases. However, the degree of drop is not significant, which means that even
when the algorithm cannot find a perfect match, it returns a node close to what
was expected.

More importantly, the results show that as the number of nodes in the tree
increases, the weighted precision significantly improves. This shows that, as the
number of available nodes increase, the distance-based mapping of nodes into the
search space becomes more and more robust and this leads into better matches.

5.4 Experiment II: Structural differences

In Experiment II, we used combinations of addition, deletion, and rename oper-
ations to generate distortions in the original synthetic trees. This enabled us to
observe the performance when the structures of the trees are also variable. For
each of the 100 original trees, we apply three levels of distortions:

— 15% (5% of addition + 5% of deletion + 5% of rename),
— 30% (10% addition + 10% deletion + 10% rename),
— 45% (15% addition + 15% deletion 4+ 15% rename).

Figures 11-13 provide the following observations:
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100 100
£ 80 £ 80
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Fig. 11 Percentage mapping error in Experiment 11
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— As the distortion increases, the error also increases. The most significant errors

are the empty matches.

— Unlike Experiment I, when the fanout is 1 or 2, the error percentage is the
highest. The error percent drops sharply for fanout value of 4 and it remains
more or less constant as fanout increases.

‘We next examine different effects in detail.
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5.4.1 The effect of distortion

In Experiment II, we used a combination of addition, deletion, and rename oper-
ations to generate distortion. The expected observation in this experiment is that
almost 75% of the test-runs return results that do not exhibit entirely correct map-
pings. These errors are due to the increase in the overall distortion. The higher the
distortion is, the lower is the number of common nodes between the two trees;
hence, the greater is the probability of wrong mapping. The type of distortion is
also a key factor that influences the error proportion. As expected, the change in
the tree structure (due to additions and deletions) has a negative effect on the error
percentage.

5.4.2 The effect of fanout

In trees with lower fanouts, each node is closely related (nearby) to a few nodes.
Each of these nearby nodes is highly important in achieving a correct mapping.
If any of these nearby nodes is deleted, then the given node loses some important
distance information. Hence, it becomes difficult to exactly map the node. As a
result, either the node does not get mapped to any other node of the corresponding
tree or it maps to the parent of the correct node (Fig. 11).

On the contrary, if the tree has high fanout, each node has a large number of
siblings with which it is closely related. Even if one of these nodes is deleted,
there are many other nodes for the given node to relate to. Although, there is an
increased probability that the given node wrongly maps to a sibling, there is a
relatively high probability of correct mapping.

5.4.3 Types of errors

Figure 12 presents different types of errors for trees with 100 nodes (again, the
results are similar in other tree sizes). Unlike Experiment I, where most of the
errors were caused by sibling matches, in this case, most of the errors are due to
those nodes that do not match any other node in the distorted tree. As described,
this is most prominent in trees with low fanout.

5.4.4 Precision

Figure 13 shows the weighted precision obtained by the proposed algorithm in
the case of a combination of distortions. From this figure, it is clear that the result
precision is large for large fanouts. An increase in the number of nodes in the tree,
on the other hand, has different effects depending on the fanout of the nodes. If the
fanout is low, a larger tree actually means a significant drop in the precision. If the
fanout is large, however, a higher number of nodes in the tree actually improve the
precision. This is in accord with the drop in error in combined distortions (Fig. 11).

Note that the precision values reported in Fig. 13 are computed based on the
assumption that, if the algorithm returns an empty set of matches for a given node,
then the corresponding precision is 0. However, since after deletion type of dis-
tortions, we should not expect the algorithm to return matches for every node,
alternatively we could set the precision to 1 when the algorithm returns an empty
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set, but a matching node is known not to exist. Nevertheless, especially for low
fanout cases, not all empty set errors are due to deletion type of distortions: thus,
even if the definition of precision is modified, the precision value would increase
only slightly.

5.5 Experiment I versus Experiment II

As expected, better results were observed in Experiment I as compared to Exper-
iment II. In case of Experiment I, the only distortions were caused by renaming.
Thus, the structures of the original and distorted tree were the same, resulting in
better matches.

In these two experiments, we observed significantly different behaviors when
it comes to the effects of fanouts.

— In Experiment I, a smaller fanout means smaller chance of mapping a node to
the sibling of the correct node. Hence, a smaller fanout translates into a smaller
error rate.

— In the case of Experiment II, on the other hand, when the fanout is very low,
the overall tree structure could be drastically changed by a small amount of
node deletions and additions. Since the proposed algorithm is based on the
structure of the, the resulting error rate was considerably high in cases with low
fanout. For large fanouts, however, too much renaming is more detrimental than
structural change, as without enough matching nodes.

5.6 Experiment III: TreeBank collection

In addition to the synthetic trees we used in Experiments I and II, we also run addi-
tional experiments with the TreeBank dataset available at [52]. The deep recursive
structure of this dataset (maximum depth, 36; average depth, 7.87), in contrast to
the mostly balanced structures we used in experiments with synthetic trees, also
provides opportunities for additional observations. For the experiments with real-
world data, in order to observe the effects of distortion, we clustered the trees
in the collection based on their numbers of nodes. Therefore, for instance, if we
wanted to observe the precision of our algorithm for trees with 100 nodes, from
the collection we selected trees that have around 100 nodes. Then, we applied
various types of distortions on these trees.

5.6.1 Effects of label differences on TreeBank data

Figure 14a shows the weighted precisions obtained by the proposed algorithm in
experiments with TreeBank data (with only node relabelings). The results show
that the proposed algorithm is very robust with respect to relabeling errors in real
data. Even when 65% of the nodes are relabeled, the approach is able to identify
the correct node with up to 90% precision. When we compare the results presented
in this figure with the results obtained using synthetic trees (Figs. 10 and 11),
we see that for large fanouts, the precision the algorithm provides on real data
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Fig. 14 Weighted precision in experiments with TreeBank data; a only rename distortions and
b with structural distortions

is significantly larger (up to 90% precision even with 65% relabelings) than the
precision obtained on synthetic tree sets (60% precision with 65% relabelings).

We observed that for trees with 200 nodes around 70% of the errors were
due to nodes that did not match any other node, 14% of the errors were due
to nodes that matched their siblings, and another 14% were due to nodes that
matched sibling of their parents. This is in contrast with the results with syn-
thetic data (Fig. 9) where the no-mapping errors were close to 0. Nevertheless,
the overall precision was higher than the case for synthetic data; i.e., when there
were nodes that are returned in the result set, the errors of these nodes were
closer to 0.

5.6.2 Effects of structural differences on TreeBank data

Figure 14b shows the weighted precisions obtained by the proposed algorithm in
experiments with TreeBank data (all types of distortions, including additions and
deletions of nodes, are allowed). From this figure, it is clear that the precision
behavior of the proposed algorithm in real data matches the precision behavior
obtained using the synthetic tree set we have used in the previous experiments
(Figs. 14 and 15).

As expected, due to structural distortions, the weighted precisions are lower
than the case for only relabelings, but they are above 80% even with 45% com-
bined distortions. As we discussed earlier, since due deletion type of distortions,
we can not expect the algorithm to return matches for every node, an alternative
definition of precision would be to set the precision to 1 when the algorithm re-
turns an empty set and a matching node is known not to exist. When the definition
of precision is modified this way, the precision values reported in Fig. 14 would
rise above 90% even for high distortion cases, as the empty set errors are not
overly penalized for deleted nodes.

5.7 Execution times

The final set of experiments is about the execution times required by the proposed
algorithm under different matching scenarios for the TreeBank data and the
results are presented in Tables 2 through 5. The experiments have been performed
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Table 2 Execution times for matching under rename distortions

Rate of distortions (%) 25nodes (s) 100 nodes (s) 200 nodes (s)
5 0.076 0.55 1.94
25 0.079 0.57 2.57
45 0.079 0.69 2.74
65 0.080 0.73 3.10
Table 3 Execution times for matching under structure distortions
Rate of distortions (%) 25 nodes (s) 100 nodes (s) 200 nodes (s)
S+5+5)15 0.078 0.64 2.66
10+ 10+ 10) 30 0.082 0.66 3.09
15+ 154 15) 45 0.083 0.67 3.26

Table 4 The way time is split among the individual steps of the algorithm

Dist. (%) Total(s) Stepl (%) StepIll(%) StepIll (%) StepIV (%)
25 Nodes

15 0.078 10.9 2.6 0.6 85.9

30 0.082 10.9 3.0 0.6 85.5

45 0.083 10.8 2.4 0.6 86.2
200 Nodes

15 2.04 222 1.1 0.1 76.6

30 2.47 19.2 1.1 0.0 79.7

45 2.63 18.3 1.2 0.0 80.5

Table 5 The effect of the fanout on the execution time of the algorithm

Fanout StepI(s) Stepll(s) Steplll(s) StepIV (s) Total (s)
1 0.62 0.01 0.001 0.59 1.22
2 0.62 0.01 0.001 0.61 1.24
4 0.60 0.05 0.001 2.60 3.25
8 0.59 0.09 0.003 3.79 4.47
16 0.59 0.12 0.001 5.13 5.85

on a PC with Pentium M CPU 1400 MHz and 512 MB main memory running
Windows XP. The transformations were implemented using MatLab 6.5. Each
value presented in these tables is computed as the average of results from 20

experiments.

Table 2 presents the case where the structures of the trees that are being
matched are similar, but a certain portion of the nodes are relabeled. As shown
in the table, the execution time increases with both the number of nodes in the
trees that are being matched and the amount of distortion that has to be accounted
for. Nevertheless, the algorithm scales well against the amount of rename distor-
tions, while the required time is quadratic in the number of nodes in the trees that
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are being compared. Thus, the number of nodes is a more important factor in total
execution time than the amount of distortion. Table 3 on the other hand presents
the time needed for matching when the trees are also structurally distorted. Again,
the execution time needed is similar to (only very slightly higher than) the case
with only rename distortions.

Table 4 shows how the execution time is split among the four individual
steps (mapping trees onto a space using MDS, finding transformations using
Procrustes, mapping uncommon nodes using these transformations, and finding
the appropriate matchings using k-means clustering) of the algorithm. As shown
in this table, 80—85% of the time is spent on the final (clustering) step of the
algorithm, while the first (MDS) step of the algorithm takes 10-20% of the total
time. As seen prominently for the 200 nodes case, when the amount of distortions
increases, the major contributor to the corresponding increase in the execution
time is the clustering step of the algorithm. This is expected as, due to distortions,
the precision drops; this causes more matches to be found and returned, slightly
increasing the execution time. On the other hand, when we compare the two
tables for 25 nodes and 200 nodes, respectively, we see that while the execution
times for both first and last steps of the algorithm increase in absolute terms, the
major contributor to the large increase in the overall execution time is the first
step where MDS is used for mapping trees onto multidimensional spaces.

Finally, Table 5 shows the effect of the tree fanout change on the execution
time of the algorithm. In order to observe this effect, we synthetically created
trees with varying degrees of fanout. Here, we are reporting the results for a set
of experiments with trees with 200 nodes and an overall 30% structural distortion
rate, and the results for other scenarios are similar. The value of fanout affects
the execution time, especially of the clustering phase, significantly. Given a fixed
number of nodes, when the fanout is large, the distance between the nodes are
smaller (more nodes are siblings or close relatives of each other); this leads to
more work at the clustering and cluster-based retrieval phase of the algorithm,
increasing the total execution time significantly.

6 Related work

Matching has been recognized as an important problem in diverse application
domains. For instance, automated schema or model matching, which takes
two schemas as input and produces a mapping between elements of the two
schemas that correspond semantically to each other, has been investigated in
various data management contexts, including scientific, business, and web data
integration [11, 27, 34, 38]. A survey of the techniques for the automated
schema matching problem, presented in [44], classifies these based on various
dimensions, including whether data instances are used for schema matching,
whether linguistic information, key constraints, or other auxilary information are
used for matching, and whether the match is performed for individual elements
(such as attributes) or for complex structures. Using the approach we presented
in this paper, both data instances and hierarchical schemas can be matched.
The approach does not need additional linguistic information or key constraints,
though these can certainly help improving the overall precision. The proposed
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approach uses not only the individual elements, but the entire structures to
produce the required mappings between the elements of the two schemas.

Clio [35] accepts XML and RDF documents, a name matcher provides ini-
tial element-level mapping, and a structural matcher provides the final mapping.
LSD [11] uses machine-learning techniques to match a new data source against
a previously determined global schema, thus it needs a user-supplied mapping as
well as a training process to discover characteristic instance patterns and match-
ing rules. SKAT [38, 39] uses first-order logic rules to express match and mis-
match relationships between two ontologies. Name and structural matching is
performed based on the is—a relationships between the intersection (or articula-
tion) ontology and source ontologies. The work in [37] uses structures (schema
graphs) for matching; matching is performed node by node starting at the top;
thus this approach presumes a high degree of similarity (i.e., low structural dis-
tortion) between the schemas. Furthermore, unlike our approach, if no match is
found for a given node, user intervention is required to select a match candidate.
After performing linguistic matching of the nodes, Cupid [32] transforms the orig-
inal schema into a tree and then performs bottom-up structure matching, based on
the similarity of the leaf sets of pairs of elements. As in our work, the DIKE sys-
tem [42] uses the distance of the nodes in the schemas to compute the mappings;
while computing the similarity of a given pair of objects, other objects that are
closely related to both count more heavily than those that are reachable only via
long paths of relationships. Similar approaches, where closer entities in a given
graph add more to the overall similarity than the far entities have also been used
while mining web document associations [5, 6, 28] as well as for finding similar-
ities between terms in a natural language [25, 43, 46, 47].

Although not directly related with finding mappings between elements in two
given structures, recently there has been a large body of relevant work for effi-
cient indexing and retrieval of tree-structured data [2, 10, 17, 26, 36, 45, 53, 55].
The DataGuide [17] is a structural summary of a database, and makes it possi-
ble to query XML documents based on their structure. The 7 -Index [36] on the
other hand is a non-deterministic structure for both tree and graph databases. It is
tailored to fit queries matching a given path template, thus not being an aid in sub-
path matching. The IndexFabric [10] indexes paths as well as the content of tree
databases in a balanced hierarchy of Patricia tries. In general, most of these works
focus on indexing and matching of paths and path-expressions on trees. As in our
work, on the other hand, structural matching techniques between two labeled trees
with potential “rename” mismatches and other distortions are used in [54, 56, 57].
These works use the tree edit-distance concept [29, 49] to measure how similar
two trees are. A good survey of approaches to tree edit- and alignment-distance
problems can be found in [1]. Unfortunately, the general undordered edit-distance
problem has been shown to be NP-complete [56]. Certain special cases can be
solved efficiently if appropriate local edit costs are available. [49, 56], for instance,
provide postorder traversal based algorithms for calculating the editing distance
between ordered, nodelabeled trees. [57] extends this works to connected, undi-
rected, acyclic, graphs where only edges are labeled. It first shows that the problem
is, as expected, NPhard and then it provides an algorithm for computing the edit
distance between graphs where each node has at most two neighbors. Chawhate
et al. [8, 9] provide alternative, and more flexible, algorithms to calculate the edit
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distance between ordered nodelabeled trees. Other research in tree similarity can
be found in [16, 30, 40, 48]. Unlike our approach where the structural match be-
tween the nodes is captured wholisitically in the multidimensional space obtained
through the MDS transformation, the edit-distance-based approaches associate
explicit costs to each one of the local tree edit operations of deleting, inserting,
and relabeling of the nodes and aim finding a minimum-cost sequence of such
edit operations that would transform one of the input trees into the other. Thus, in
addition to being costly in terms of execution time, these apporaches need appro-
priate local edit costs to function.

7 Conclusions

The functioning of an automated multimodal media integration system requires
access to metadata that describe the individual media resources. The metadata
are generally application-dependent. Therefore, an automated media integration
mechanism needs to mine and relate the common and uncommon components. In
this paper, we developed algorithms to automatically discover mappings in hier-
archical media data, metadata, and ontologies. The proposed algorithm uses the
structural information to mine and map the semantically similar but syntactically
different terms and components. We extensively evaluated the performance of the
algorithm for various parameters and showed that the algorithm is very effective
in achieving a high degree of correct matches.

Acknowledgements This work has been supported by an NSF grant #ITR0326544 and
a CEINT grant. This is an extended version of a work originally published at the Fifth
International Workshop on Multimedia Data Mining [4].
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