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Abstract—We study an uplink multi secondary user (SU) more general fading channel model are [10] and [11] which
system having statistical delay constraints, and an average did not include an average interference constraint as well

interference constraint to the primary user (PU). SUs with 55 [12] [13] where the optimization over the scheduling
heterogeneous interference channel statistics, to the PU, ex_éllgorith,m was not considered

perience heterogeneous delay performances since SUs causin
low interference are scheduled more frequently than those ~ Perhaps the closest to our work are [9], [14]. In [9],
causing high interference. We propose a scheduling algorithm the authors propose an algorithm that guarantees that the
that can provide arbitrary average delay guarantees to SUs probability of collision with the PU kept below an acceptabl
irrespective of their statistical channel qualities. We derive threshold but does not give guarantees to the delay perfor-

the algorithm using the Lyapunov technique and show that it . . :
yields bounded queues and satisfy the interference constraints. mance. The authors in [14] propose a scheduling algorithm

Using simulations, we show its superiority over the Max-Weight that yields an acceptable average delay performance for eac
algorithm. user. However, in order to guarantee that the interference
constraint is satisfied as well, they propose a power allo-

|. INTRODUCTION cation algorithm which might not be applicable in low-cost

The problem of scarcity in the spectrum band has IdERnNSmitters as wireless sensor devices. _
to a wide interest in cognitive radio (CR) networks. CRs !N this work we propose a scheduling algorithm that can
refer to devices that are capable of dynamically adjustifjovide delay guarantees to the SUs and protect the PUs
their transmission parameters according to the environmé} the same time. We show that conventional existing algo-
without causing harmful interference to the surrounding_thms as the max-weight scheduling algorithm, if applied
existing primary users (PU). irectly, can degrade the quality of service of both_ S.Us as

In real-time applications, such as audio and video coH’-e" as the PUs. The challen_ggs of thls problem lie in the
ference calls, one of the most effective QoS metrics is tidierference constraint where it is required to protectRhe
average time a packet spends in the queue before being tréigl0ugh the SUs are not capable of changing their trans-
mitted, quantified by average queuing delay. The averaiSSion power Ieve_ls. Moreover, the_statlsncal hetereggn
queuing delay needs to be as small as possible to prev@ﬁfhe chan_nels might cause undesired performance for the
jitter and to guarantee acceptable QoS for these applirsatiosus- Th|s is because SUs located physically closer to the
[1], [2]. Queuing delay has gained strong attention retyent?us might suffer from larger delays because closer SUs are
and scheduling algorithms have been proposed to guararﬁggeduled less frequently. The SUs' should be scheduled in
small delay in wireless networks (see e.g., [3] for a survey $UCN @ way that prevents harmful interference to the PUs
scheduling algorithms in wireless systems). In the coraéxt SINCe they share the same spectrum. The main contribution of
CR systems among the references that discuss the scheddfiiig) Paper is to propose a scheduling algorithm that saisfie
are [4]-[9]. An uplink CR system is considered in [4] wher®oth the average mterfeyence apd average delay constraint
the authors propose a scheduling algorithm that minimizes! € rest of the paper is organized as follows. The network
the interference to the PU where all users’ locations irioigd M0del and the underlying assumptions are presented in
the PU’s are known to the secondary base station. In [Bfction Il. In Section Il we formulate the problem math-
a distributed scheduling algorithm that uses an on-off rag&natically. The proposed algorithm and its optimality are
adaptation scheme is proposed. The work in [9] propose@@se”ted in Secthn V. Sectlon_ \% pregents our simulation
scheduling algorithm to maximize the capacity region sttbje'®Sults. The paper is concluded in Section VI.
to a collision constraint on the PUs. The algorithms prodose
in all these works aim at optimizing the throughput for
the secondary users (SUs) while protecting the PUs frofh Channel Model
interference. However, providing guarantees on the qgeuin We assume a CR system consisting of a single secondary
delay in CR systems was not the goal of these works. base station (BS) serviny SUs in the uplink and a single

The fading nature of the wireless channel requires adaptiRty having access to a single frequency channel. The users
the user’s rate according to the channel’'s fading coefficiermre indexed according to the s&t 2 {1,---, N}. Time is
Many existing works on scheduling algorithms consider twalivided into slots with duratiofi;. The PU is assumed to use
state on-off wireless channels and do not consider multiptee channel each time slot with probability 1. The channel
fading levels. Among the relevant references that considebetween SUi and the BS is referred to as direct channel

II. SYSTEM MODEL



1, while that between SU and the PU is referred to as Ill. PROBLEM STATEMENT
interference channél Direct and interference channélsat

slot, have states; (1) € [Oi7ma"] aani(t) E.[O,gmax], and that needs to be satisfied, whedg is the maximum av-
they follow some probability density functions, () and erage delay that SU can tolerate. Moreover, the PU can
fq:(g) with meansy; andg;, respectively. Channels’ states, g y ' ’

. . “tolerate a maximum interference df,, aggregated over
%’(t.) andg;(t), vi € N, are knoyvn t(.) the BS at Fh%begmanhe interference received from all SUs. Defifieas the set
of time slott. The channel estimation to acqugyé can be

) . . .~ _containing the indices of the time slots where there is at
done by overhearing the pilots transmitted by the primag -t one Su having at least one packet in its queue, or
receiver, when it is acting as a transmitter, to its intend ’

A N . . .

: o . = {t:t>1%,,Qit) > 0}. The main objective
transmitter. The channel estimation phase is out of theescq fi h |-Z— lgorithm th h ;
of this work and the reader is referred to [15, Section VI] foB to find a scheduling algorithm that guarantees the SUs

delay constraints as well as the PU’s interference comstrai
details on channel estimation in CRs. Direct and interfeegen Y

. . . That is, find the value oP(¢) at each slot that solves
channel states are assumed to be independent and idsntical

distributed across time slots while independent across SUsinimize 0

Each SUi has an average delay constraiif; < d;

but not necessary identically distributed. (P} R N -
) subject to I = limp_00 ) ;7 % Yoo Pi(t)gi(t) < Lavg
B. Queuing Model W.<d. Vie N
At the beginning of each time slopackets arrive at Sts E (A <E[Di(1)]], VieN
buffer with rate)\; packets per slot, with maximum number SN R#)<1 , VteT
of arrivals A,,.«. All packets in the system have the same = h 4)

length of L bits. In a practical scenario, depending on th@here I is the time-averaged interference affecting the PU

application, L. might be relatively small (audio packets), ordue to the SUs’ transmissions.

relatively large (e.g. video packets). In the former, md@nt e notice that the constraints of problem (4) are expressed
one packet can fit in one time slot, while in the latter a singig terms of asymp[otic time averages and cannot be solved
packet might need more than one time slot for transmissigl conventional optimization techniques. The next section

[16, Section 3.1.6.1]. Although in this paper we focus on thgroposes a low complexity update algorithm and proves its
case of smallZ, our model can work for the other case agonvergence to a feasible point solving (4).

well. We assume that the buffer sizes are infinite and packets

arriving to the buffer are served according to the first-come V. SOLUTION APPROACH

first-serve discipline. The number of packets at & buffer

at the beginning of slot is Q, (t) that is governed by We propose an online algorithm that schedules the users

at slot¢t based on the history up to slatWe show that this
Q(t+1) = (Q(t) + [ A1) — D))", (1) algorithm has an optimal performance.

wherezt £ max(z,0) while the setA;(t) (the setD;(t)) . _

is the set contained the indices of the packets arriving fo Satisfying Delay Constraints

(departing from) usei’s buffer at the beginning (end) of In order to satisfy the delay constraints in problem (4), we

slot ¢. Define the delay of packet as Wi(]) which is the set up a “virtual queue” associated with each delay comgtrai

number of slots packet has spent in the system from thel¥; < d;. The virtual queue for SU at slot¢ is given by

time it arrives to SU’s buffer until the time it is transmitted,

including the transmission time sldll./i(j) has a time average . !
W, that is a depends on the scheduling algorithm by which ~ Yi(t+1) 2 [ Yi() + > (Wi(J) - dz’) (5)
SUs are scheduledV; is given by JED:(t)
. E [Ztho Do jeAi) Wi(”(t)} where we initializeY;(0) = 0, Vi. We defineY(t) =
W; = limsup - - @ M), -, Yn@®)]T. Equation (5) is calculated at the end
e E [tho ‘Ai(t)@ of slott — 1 and represents the amount of delay exceeding
C. Transmission Process the delay boundi; for SU ¢ up to the beginning of slot.

We first give the following definition, then state a lemma that

At the beginning of time slot, the BS chooses a user,". g gt for the del ¢ SUi
say useri, according to some scheduling algorithm. Defin8!V€S & Su icient condition of;(¢) for the delay of SUi to
satisfyW,; < d;.

the vectorP(t) 2 [PV, ... PIT where P;(t) = 1 if SU
i is allocated the channel at time slond 0 otherwise. If Definition 1. A random sequencgY;(t)}2, is mean rate
Pi(t) = 1, SU1 adapts its transmission rate according to thetable if and only if the equalitims_,o, E [Y;(T)] /T = 0
channel’s gain and begins transmission its packets. Thas tiolds.

number of packets transmitted is . N T
Lemma 1. If the arrival rate vectorA = [Ay,--- Ax]* can

R;(t) =log (1 + Pi(t)vi(t)) packets, (3 be supported, i.e. the number of arrivals equals the number
with & maximum rateR,,., £ log (1 4 Yimax). At the end of of departures over a large period of time, and{if;(¢)}2,
this time slot, the BS receives these packets error-free dfidmean rate stable, then the time-average delay ofiSU
then slott + 1 begins. satisfiesW; < d;.



Proof. Removing the(:)* sign from equation (5) yields  under the constraint thaZﬁ\L1 P;,(t) < 1, where we drop

j the indext¢ from all variables in (10) for brevity. This is
Yi(t+1) 2 Yi(t) + Z (Wi( = di)' ) equivalent to scheduling the user with the smallesit)
JEDi(H) where, after dropping the index ¢ is defined as
Summing inequality (6) over= 0, --- T —1 and noting that N )
Y;(0) = 0 gives ¢ =Xgi +Y; Z W — (Yid; + Qi) R, (11)
JED;
T-1 T-1
Y,(T) > Z Z Wi(j) —d, Z (ID;(t)). (7) or otherwise sef’(t) =0 Vie Nif ¢i(t) > 0Vie N. We
=0 \jeD, (1) =0 now state our proposed algorithm then discuss its optiynalit

Taking theE [-] then dividing byE {Zf;ol |Di(t)|} gives Algorithm 1 Finding the optimum scheduling rulB(¢) at

slot ¢
T-1 ) , .
E [ t=0 (Zjevi(t) Wy )] < E[Y;(T)] T d L glntd;he(zset oflbachklogged usd’t’st).é {i: Ci;;((tt)) >TQ}.
T—1 |1y - T—1 |1y v 2: Set i« = wherei* € arg min;ep(t) ¢i(t). l1es
£ [Zt:o ‘Dl(t)q E [Zt:o |Dl(t)|} ®) broken arbitrarily. Sef;(¢t) = 0, Vi # i*.

3: Update the variablex (¢) andY;(¢), Vi € A/ using (9)

Using the fact that there exists sonie > 1 where and (5), respectively.

S D) = 75 A1), a fact based on the lemma’s
gueue-stability assumption, taking the limitBs— oo, using
the identityE [|.4;(¢)|] = Ai, the mean rate stability definition
as well as equation (2) completes the proof. O Theorem 1. Under Algorithm 1, the inequalitl [|.A;(¢)|] <

Lemma 1 provides a condition on the virtual queug [IDi(#)[] holds Vi € A and the virtual queue$.X (¢)}72,
{Y;(t)}22, so that SUi's average delay constraifit; < d; and {Yi(t)}iZ, are mean rate stable.

The optimality of Algorithm 1 is discussed in Theorem 1.

ip @) is satisfied. That is, if the proposed scheduling alg@roof: See Appendix A. m
rithm results in a mean rate statlE;(t)};2,, thenW; < d;. ~ Theorem 1 states that if the problem is feasible, then

To track the average interference at the PU up to the endgalf balancing between scheduling a user with a large average

: . ; : Gelay up to slott but interferes more with the PU at slot
slot¢ we set up the following virtual queue that is associate . . .

. . o t..and another user with relatively smaller average delay in
with the average interference constraint in problem (4) anH .
) the past but has a small gain to the PU at glotn the
is calculated at the BS at the end of stot : . L .

4 proof we show that this algorithm minimizes the drift of the
N . .
Lyapunov function and thus guarantee that the virtual gsieue
Iy (g (1) — . L : .
X(t+1)= (X(t) + ZP’(t)gl(t) Ian) © do not build up, indicating that the constraints are satisfie
N =t In problem (4), the constrainzfil P;(t) <1 is needed
where the term)_." | P;(t)g:(t) represents the aggregateo insure that no more than one user is scheduled at each
amount of interference energy received by the PU due tine slot. We note that this constraint means that Algorithm
the transmission of a SU during slet Hence, this virtual 1 might setP;(t) = 0, Vi € A, when¢;(t) > 0, Vi €
gueue is a measure of how much the SUs have exceegédHence, even if there is a packet in the system waiting
the interference constraint above the leygl, that the PU for transmission, the channel might not be assigned to any
can tolerate. Lemma 2 provides a sufficient condition for theser, but will remain idle. While this constraint might not
interference constraint of problem (4) to be satisfied. yield a non-idling scheduling algorithm, it guaranteegd tha

Lemma 2. If {X(¢)}5%, is mean rate stable, then the time.nterference constraint is satisfied. That is, if this coaist
) t=0 ’ .

average interference received by the PU satisfies I,,,. replaced with the following constrainEfil Pi(t) = 1,
e the resulting algorithm is a non idling one that might not

Proof. The proof is similar to that of Lemma 1 and is omittedsatisfy the PU’s interference constraint. We elaborateemor
for brevity. O on this.

Lemma 2 says that if the power allocation and scheduling!" duéuing theory, a non-idling scheduling algorithm al-
algorithm results in mean rate stab{eX (£)}2,, then the ways schedules a user whenever there is a packet_ in the
interference constraint of problem (4) is satisfied. system to be transmitted. In other words, the server (vesele

) channel) is never left idle (unassigned to any users) unless
C. Proposed Algorithm all users have empty backlogs. Applying any non-idling
The proposed algorithm, illustrated in Algorithm 1, isscheduling algorithm to our problem, although might have
executed at the beginning of each time slot to find theetter delay performance, results in the PU receiving 4inter
scheduled user. The idea is to choose the user that minimif@®nce whenever the users are backlogged. This intederen

N averaged over a large period of time might excdgd,.
I AOESSI PV ER A DY (Wi(j) _ di) — Qi|Dy|| , However, Algorithm 1 assigns the channel to a user when its
i=1 jeD; interference gaim;(t) is relatively low, and idles the channel

(1 when all gains are relatively high. Hence, our algorithm



TABLE | 1.4
SIMULATION PARAMETER VALUES

1.9 -+ Max-Weight
Parameter Value Parameter] Value : -Proposed Alg.
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n
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?301-5’ Fig. 2. Average interference to the PU versis = X2 = X for the
;ﬁ non-idling version of Algorithm 1.
2.5
=t SRR T ‘ <-SU 1 Max-Weight {
1D 005 0.1 0.15 OXZ 025 03 035 04 ~SU 2 l\'la‘x-Weight

-=-SU 1 Proposed Alg,
--SU 2 Proposed Alg,

Fig. 1. Average Delay of each SU vershs = A2 = X for the non-idling
version of Algorithm 1.

makes use of the interference channels’ random nature ¢

assigns the channel opportunistically to users. 1.5

Average Delay (Time Slots)

V. SIMULATION RESULTS

We simulated the system fa¥ = 2 SUs (refer to Table |
for complete list of parameter values). The system was sir
lated for a deterministic direct channel and a Rayleighrfgdi
interference channel. We simulated the system until the ave
age of the virtual queues normalized by the time are negligiy. 3. Average Delay of each SU vershs = Ay = X for Algorithm 1.
ble, that is(E [ X (T)] + Zfil E[Y;(T)])/ (N +1)T) <e. SUl's average delay can be controlled using the proposed ttiguri

Fig. 1 plots the delay of each SU versus where
A 2 )\ = )y, for two different scenarios; the first being . .
the non idling version of the proposed algorithm, that is W%elay va(ljuel. At.tEe sarr?e 'tlrr:je, the PU |sdp_rot§cted u;:der tl?e
minimize ¥ (¢) subject to) |, P;(t) = 1, while the second is propfose agorlftf m.dTbls 'ﬁ g&ops:rate n Flg.:.lw ﬁret €
the Max-Weight (MW) algorithm that schedules the userwitl\ﬂ;lter erence sufiered by the is less thig, while the
the highestQ;(t)/g;(t). The essence of the MW algorithm ax-weight fails to protect the PU.
lies in assigning the channel to the user who has more packets VI. CONCLUSION
in the queue and expected to interfere less with the PU.
Clearly, the MW will schedule user more frequently than
userl sincegs < g1, hence the delay of SQ will be less

We have studied the scheduling problem in a multi-SU
uplink system. The motivation behind this problem is that

than that of uset. This means that the heterogeneity of thgﬁ?r.tiﬁsh?;nzgt?;?.rsafgi.gia%gogztr%g tr:;;;ngjentr;onal
interference channels has resulted in differentiationhia t 29" ' ! yneg ge

service provided to the SUs to protect the PU. On the oth;%fr me |SIJerf§;enCt;rﬁh?nnﬁls dcﬁgsm? |nrti<t3rl1?]:avtslle mtrerfee d
hand, our proposed algorithm can bound $9 average 0 the ' optimal scheduling aigo as proposed.

delay to guarantee a fixed QoS even if its channel is wor. Qe p_rowded simulation results show that th_e heteroggneit
g the interference channels can lead to suffering of onbef t

than SU2. The draw back of the non idling algorithm is thai i : .
the interference constraint is not guaranteed to be satisfi Us from high delay. The proposed algorithm dynamically

This is demonstrated in Fig. 2 where the average interferens?alllIOC"’:\E?;1 th? \(/;ih?nt?:l ttcr)1 thii tSL:fer”:g SUsntcird;anctrease the
of both algorithms coincide. elays out violafing the interierence constraint.
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APPENDIXA
PROOF OFTHEOREM 1

Proof. In this proof, we show that the drift under this algo-
rithm is upper bounded by some constant, which indicates
that the virtual queues are mean rate stable [17], [18].

We defineU(t) £ [X(t),Y(t),Q(t)]", the Lyapunov
function asL(t) £ 1X2(t) + 1 S, (YA(t) + Q3(t)) and
Lyapunov drift to beA(t) £ Ey ) [L(t + 1) — L(t)] where
Eu) [z] £ E [#|U(t)]. Squaring (1), (5) and (9) then taking
the conditional expectation we can get the bounds

5 v [Q2+1) - @3 (0)]
Qu(t) Euge [4i(t)] — [Di(t)] + Ca,
Y2(t)] <

3

<

(12)

Yi(t) By | D (Wi(j)_

JED;(t)

%]EU(t) [(X2(t+1) - X?(t)] <

d,») +Cy, and (13)

N

ZPi(t)gi(t)l -~ Iavg> . (19)

i=1

2
respectively, where we use the bour(dgf\;l Pi(t)g; (t)) +
2 < Cx, EU(t) [|Az(t)‘2] +EU(t) [|'Dl(t)‘2] < Cyg, and

avg
Z W{(]‘)

JED;(t)

2

< Cy;

i

d? By [IDi(t)°] + Eug

in (14) whereC, £ A2, + R2, andCx £ g2, +12,.

We omit the derivation of these bounds for brevity. The
derivation is similar to that in [14, Lemma7]. Using the
bounds in (12), (13) and (14), the drift becomes bounded
by A(U(t)) < C + Eyq) [¥(t)], whereC £ Cx +
SN (Cy, + Cg,). Now, sinced (t) < 0 under Algorithm 1,
thenA(t) < C. TakingE [-], summing ovet = 0,--- ,T—1,
denoting X (0) £ Y;(0) £ 0 for all i € A, and dividing by

T we getw +3, E[QIM+vA(T)] < C. Removing
all the terms on the left-hand-side of the last inequalitysgt
the termQ?(T)/T we obtainE [Q?(T)] /T < C. Using
Jensen’s inequality we note that

E[Q(T) _ [EQIT)] _ [C
P < HE < [

Finally, taking the limit whenT — oo completes the
mean rate stability proof ofQ;(¢)}2,, which means that
E[lA;(t)]] < E[|D;i(t)|]. The proofs of the mean rate
stability of { X (¢)}22, and{Y;(t)}2, follow similarly. O

(15)



