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Goals of the Course
1. The first goal of the course is to provide you with adequate familiarity with classic multivariate statistics to use this family of analytic techniques in your own research. We will cover both the underlying mathematics and the applications of the techniques. In addition, we will consider useful analysis approaches that are not considered part of the classic multivariate group; two analyses in point are logistic regression (for binary and polytomous data), and an introduction to random coefficient regression and multilevel modeling. 

2. The second goal of the course is to prepare you for further study in applied statistics. The course leads naturally into work in structural equation models, and into new data analytic approaches (e.g., hierarchical linear models, longitudinal growth curve modeling, the generalized linear model).

3. The third goal, closely related to the second, is to provide you with mathematical and statistical background that will help you read current statistical literature that is directly relevant to the social sciences published in Psychological Methods and Multivariate Behavioral Research and perhaps other journals such as Journal of Educational and Behavioral Statistics.  Being able to read such literature will allow you to keep up with new developments in applied statistics that will be useful in substantive research. 

4. The fourth goal of the course is that you be comfortable using both SPSS and SAS for multivariate data analysis.  For both SPSS and SAS, we will work in the PC environment, either in the Psychology Computer Lab, Room 153, this floor, or on other computers to which you have access.   The computer lab is making the transition to to SAS 9.0 and SPSS for Windows 14.00 as of my preparation of this syllabus.  Some of you may be familiar with SPSS for Windows only from a point-and-click perspective. However, you will learn to use actual syntax, rather than just "point and click".  I realize that there is a wide variety of experience in working on different computer platforms. I also realize that experience in the use of SPSS and SAS varies across individuals. We are fortunate to have a wonderful teaching assistant, Eric Hill, who will guide us through computing.
Website for the Course:  www.public.asu.edu/~atlsa/PSY532

All the computer files required for homework are will be on the course website.
Background Required
First, to answer the calculus question: no, you do not need calculus. 

The course is designed for students who have previously had a two-semester graduate statistics course that covered analysis of variance and multiple regression analysis.  I will provide a quick review of basic terminology and notation that I will use during the semester, so that we are all on the same footing to begin. 

The mathematics in which multivariate analysis is cast is matrix algebra.  I will assume you have no background in matrix algebra.  I will teach the matrix algebra you require for the course.  We will do almost everything in matrix form; at the end of the semester you should be comfortable thinking about statistics in matrix form. (For those of you going on to structural equation modeling, and on to more advanced course work,  this background will be essential).
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Handouts
I will give a complete set of handouts on all the material we cover this semester. They will be available when I cover the material in class, to make note 

taking easier. Eric Hill occasionally will provide handouts on computing.  Finally, we will provide documented printouts for use in class, i.e., printouts with notes already written on them.  The Department of Psychology asks to be reimbursed for Xeroxing.  I will ask that you pay $30.00 will cover all the handouts for the semester. I will collect these funds in class. I will ask that you write a check to  the (Department of Psychology( for $30.00

Textbooks
     Available texts in the field. The available textbooks in the field form two clusters at the present.

    (1) Cluster 1: practical, conceptual descriptions, data analysis oriented, good          information  about actually using the packages, SPSS, SAS,  SYSTAT for data

        analysis; but very light on the mathematical underpinnings. These 

        books serve goals one and four above.

    (2) Cluster 2: more mathematical, providing a good background, but may be               more mathematical than is practical here, and are less strong on

        computer application.

Harlow, L. L. (2005). The essence of multivariate thinking: Basic themes and methods.  Mahwah, NJ: Lawrence Erlbaum

  A relatively new book in category 1 provides a conceptual overview of 
          multivariate thinking and common themes that pervade individual multivariate 
  approaches.  There are extensive SAS examples on an accompanying CD.

Marcoulides, G. A., & Hersberger, S. L. (1997).  Multivariate Statistics Methods: A First Course.  Mahwah, NJ: Lawrence Erlbaum.

   Easy reading, covers much of what we cover in class at a very basic 
                 level.  Gives lots of SAS examples.

Stevens, J. (2002) Applied multivariate statistics for the social
sciences. 4th Edition.  Mahwah, NJ: Lawrence Erlbaum.

         Heavy coverage of multivariate analysis of variance, with very

         thorough treatments of SPSS and SAS. Very easy reading.

Tabachnick, Barbara G., & Fidell, Linda S. (2007) Using multivariate statistics. New York: Harper Collins. 5th Edition.

       This book is in print now, though it carries a 2007 publication date. 

       This book covers all of the topics in the course. It provides examples                in SPSS, SAS, SYSTAT.  The book has a website for numerical examples. It is           very practical, with little math, provides examples of how to

       write up results of multivariate analyses and lots of computer output. In

       addition to the classic multivariate procedures, it covers logistic

       regression, survival analysis, multiway frequency analysisi, time series              analysis, multilvel modeling (new in the 5th edition), with an introductory           chapter on structural equation modeling.
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Four books from category 2 that are useful and that you will be able to read with the matrix algebra background provided in the course are as follows:

          Morrison, D. F. (2004). Multivariate Statistical Methods. 4th Ed,

          Brooks Cole.

          This is the 4th edition of the classic applied text in multivariate

          analysis that first appeared in 1967. Covers normal theory based

          multivariate procedures; all matrix based; good on multivariate

          distributions (may be tough going in some spots).

          Harris, R. J. (2001). A primer of multivariate statistics. (3rd Ed.)

               Mahwah, NJ: Lawrence Erlbaum.       

          This book is good on classic multivariate material, with math at 

          a level for which this course will prepare you. Has SPSS output as

          well, and a smattering of SAS. Best on multivariate analysis 

          of variance and related topics.

          Dillon, W. R., & Goldstein, M. (1984).  Multivariate analysis.
               New York: Wiley.

           This book is quite easy, relatively light on the math, and I like

           the conceptual explanations. It has been out of print for some time,

           unfortunately. 

          Rencher, A. C. (2003). Methods of multivariate analysis. 2nd Ed. New York:

              Wiley.

          This book appears to have superseded the Dillon and Goldstein book in

          the Wiley Series in probability and mathematical statistics.  It is

          more mathematical than Dillon & Goldstein. There is a Wiley website that

          accompanies the book; it contains all the data sets and SAS syntax for

          the book (may be tough going in some spots).

Aonther book is worth mentioning that is focused on the mathematical background for multivariate analysis. It is written for social scientists, and the presentation is accessible to individuals who do not have a mathematical background. 

          Carroll, J. D., Green, P. E., & Chaturvedi, A. (1997). Mathematical Tools            for Applied Multivariate Analysis  2nd ed. New York: Academic Press.
Text for this course (OPTIONAL)
Because I give complete handouts on all the mathematical and statistical formulations, I have chosen a category 1 book for the course.  You will find it very useful in application. It is a terrific reference work.

Tabachnick, Barbara G., & Fidell, Linda S. (2007) Using multivariate statistics. 

        New York: Harper Collins. 5th Edition.
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Homework
There will be computer homework (approximately 8 assignments) to be turned in for grading.  They will be graded on a four point scale (4=excellent, 3=good, 2=fair, 1= poor) and will count toward the final grade, equivalent to half a test.  You are welcome to work together on homework, but you should each turn in your own assignment. All problem sets must be turned in for you to receive a course grade.
All the computer files required for homework will be on the class Website:

              www.public.asu.edu/~atlsa/PSY532
There are currently problems and data sets on the website (at the outset of the course).  I will be modifying some of these materials as the semester progresses.
Teaching Assistant
As mentioned above, we are fortunate to have Eric Hill as the teaching assistant for the computer portion of the course. He is highly knowledgeable and highly experienced and is a patient teacher.
Tests
There will be three non-cumulative tests.  They will be straightforward, coming directly from the lecture material. All three tests are required. 

The test schedule is given below. It is set so that we finish the material for a test the week before the test; there is time for a review session (see below) and ample office hours before the test:

Test 1: Thursday, September 28 (covers material from 8/22-9/21)

Test 2: Thursday, November 2  (covers material from 9/26-10/27)

Test 3: Wednesday, December 13, 7:40-9:30AM (according to the exam schedule;

              covers material from 10/31-12/5).

Review Questions for Each Test.  I will give you a complete study guide for each test.

Review Sessions for Tests.  I will also provide optional review sessions held outside regular class hours at times that accommodate all students taking the class for a grade. 

Office Hours
Aiken. My office is Psychology Room 249A. I have set the following formal office hours; please note that these are tentative.  You will receive a revised schedule of

office hours by the second week of classes.

            Aiken's office hours

                 Tuesday    10:45 AM - 12:00 PM; 2:00PM-3:45PM
                 Wednesday   1:45 PM -  3:45 PM

My telephone number is 965-3494; me email is Leona.Aiken@asu.edu.  If you can, please make a appointment with me or let me know you are coming. Please come to me if you 
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are having any problems--don't wait, just come if you need help!  I am happy to see you. Don't let the course get away from you. Ask for help when you first begin to think you might need it.

Eric Hill. Eric Hill will hold his office hours in the Psychology Computing Laboratory, Room 153.  These hours will be set by the end of the second week of classes. Eric Hill's email is Eric.Hill@asu.edu. Again, he is wonderful on the computer and knowledgeable about statistics as well.

A Method for Studying
For what it is worth (this is free advice), here is how I studied for all my graduate statistics courses.  After class, I copied over my class notes, trying to fill in from reference texts things I had missed.  Where I didn't understand, I would leave space, ask questions, and fill in the missing information.  Yes, this is compulsive behavior (this field rewards such behavior generously).  But you learn, you have great notes for studying for tests, and the first time you are asked to teach multivariate analysis, you can say you have the course completely prepared.

Students Registered for Audit.  Students registered for a formal "audit" grade are required to attend every class. No homework is required and no tests are required for a grade of "audit".
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The first 85% the course will be a traditional normal theory based multivariate analysis course. This classic background will stand you in good stead for new developments.  We will definitely cover logistic regression as an alternative to discriminant analysis. We will discuss repeated measures by multivariate approach. We will have an introduction to random coefficient regression models (multilevel, hierarchical linear) models.   Full reference to the books listed in this Course Outline are given on the last page of this syllabus.

                                                 Tabachnick & Fidell(T)      

Topic                                            Harris(H)                      Other Sources                                                                                                    my favorite presentations,
                                                                                or good, solid presentations)
I.   Overview of Multivariable Techniques              T: Chapter 2                            

                                                       H: Chapter 1

II.  Topics in Matrix Algebra, Part I                  H: Digression 2         Carroll, Chapter 2

     a. Definitions: vector, matrix, identity            pp. 487-492           Rencher, Chapter 2

          matrix, inverse, transpose                   T: Appendix A

     b. Matrix Operations

     c. Statistical Manipulations in terms of matrices                         Rencher, Chapter 3

     d. Linear combinations of variables--the basis                            Cliff, Chapter 4      

        of multivariate analysis

II.  Review, one & two predictor regression analysis   T: Chapter 5            Cohen, Cohen, West, & Aiken,

         (emphasis on derivation of ordinary                                      Chapter 2,3

          least squares estimates, normal                                      Kutner, Nachtsheim, & Neter  

          equations, function minimization)                                       Chapter 1,2,4

         (VERY BRIEF REVIEW FOR WARM-UP!)                                      Pedhazur, Chapter 2,3     

IV.  General case of regression in matrix form          H,Chapter 7            Tatsuoka, Chapter 3

     (AGAIN, BRIEF COVERAGE)                            pp.350-362             Dillon & Goldstein, Chapter 6  

                                                                               Rencher, Chapter 10 pp. 350-362

V.   Topics in Matrix Algebra, Part II                  H. Digression 2

     a. Determinants and inverse of a matrix            pp. 493-502            Carroll, Chapter 2

                                                        T: Appendix A          Cliff, Chapter 5 

                                                                               Rencher, ch. 2, pp.27-34

     b. Geometric representation of vectors                                    Carroll, Chapter 3, 4                c. Eigenvectors and eigenvalues, rank                                       Carroll, Chapter 5

                                                                               Cliff, Chapter 3

                                                                               Rencher, Ch 2, pp.32-35
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                                                 Tabachnich & Fidell (R)

Topic                                            Harris (H)                     Other Sources                                                                                                   my favorite presentations,

                                                                              or good solid presentations 

VI.   Principal components analysis               H: Ch. 6; T: Ch. 13         Dillon & Goldstein, Chapter 2

                                                                              Rencher, Chapter 12

VII.  Common factor analysis model                H: Ch. 6; T: Ch. 13         Dillon & Goldstein, Chapter 3

      (Principal factor; Maximum likelihood)                                  Rencher, Chapter 13

VIII. Canonical Analysis and multivariate         H: Ch. 5; T: Ch. 12         Tatsuoka, Chapter 7

      hypothesis testing                                                      Rencher, Chapter 11

IX.   MANOVA, ANCOVA, MANCOVA                                                         

        a. Univariate                             H. Ch. 4;  T: Ch. 7         Stevens  Ch. 5, 6

        b. Factorial                                                          Rencher, Chapter 8

        c. Discriminant analysis (brief intro.)              T: Ch. 9         Tatsuoka, Chap 7

X.   Repeated Measures--Multivariate versus      H: Ch 4;   T: Ch. 8          Maxwell & Delaney, Ch.11,12                  Univariate formulation                                            for univariate; 13,14 for                                                                                      multivariate

XI. Introduction to Generalized Linear Model   (My chapter 13 from Cohen,     Weisberg, Chapter 12

        a. Logistic Regression                     Cohen, West, Aiken)        Kutner, Nachtsheim, Neter, 
        b. Classification (brief intro.)        T: Ch. 10                        Ch. 14

XII.  Introduction to Random Coefficient       (My chapter 14 from Cohen,     Kreft, I. & DeLeeuw (1998)

       Models (multilevel models,                  Cohen, West, Aiken)        Snijders & Bosker, Chapters 1-6 

       hierarchical linear models)                                            Raudenbush & Bryk, Chapters 2,3

                                                T, Ch.15                      Singer & Willett for longitudinal

                                                                                applications, Chapters 2-5

___________________

A syllabus disclaimer.  I am going to move through this syllabus as quickly as we can, so that we can get to all topics I - XII.  This requires a brisk pace, but I do believe, based on previous experience, that we will cover all the material.
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