HMM Web Material

Appendix

Unfortunately, there is a lack of assessable HMM software.  Most of the available software is public-domain packages written for speech recognition.  Consequently, most programs require some modification, usually because each is machine or operating system specific (e.g., most are DOS or Unix (also, Linux), written in the C programming language) and often needs re-compiling – with occasional modification to library calls in the code.  The current data were analyzed using “Spchtool.”  It is an executable DOS file written by Jialong He and can be found at http://tiger.la.asu.edu/jialong.htm or http://www.speech.cs.cmu.edu/comp.speech/Section6/Recognition/jialong.html  or ftp://ftp.informatik.uni-ulm.de/pub/NI/jialong/.  Below is a list of other public domain HMM software along with its the author; most were developed to demonstrate the capacity of HMMs and do not have well developed interfaces but they are accompanied by the source code and are suitable for the modeling described in this article.  These can be retrieved from the Internet at the locations shown: 

R. Myers: ftp://svr-ftp.eng.cam.ac.uk/pub/comp.speech/recognition/hmm-1.03.tar.gz ;  

J. Picone: ftp://ftp.isip.msstate.edu/pub/projects/speech/software/discrete_hmm/src/ ;

T. Kanungo: http://www.cfar.umd.edu/~kanungo/software/umdhmm-v1.02.zip .

Footnote:

1For many years marital researchers used the terms marital quality, marital satisfaction, and marital happiness interchangeably.  Research suggests, however, that married respondents interpret them differently; it seems that happiness is associated with the temporally immediate perception of being happy whereas quality evokes a sense of “how good is the marriage” and satisfaction implies contentment with the marriage relative to expectation.  Contemporary literature and assessment instruments predominately use the latter term satisfaction, and its associated concept distress, to classify the status of a marriage.

2Furthermore, we consider only those processes in which the right-hand side of 
(0.1)

 is independent of time (i.e., stationary --  GOTOBUTTON ZEqnNum873887  \* MERGEFORMAT ), thereby leading to the set of state-transition probabilities 
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With the following properties,
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This stochastic process can be represented by a
[image: image6.wmf]x

NN

matrix of state-transitions, 
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3Engineers working on speech recognition quickly noticed this work on HMMs; in particular, Baum and colleagues (Baum, 1972; Baum & Petrie, 1966), and Jelinek (1969) at IBM, developed many of the statistical methods used in contemporary speech recognition software.  Until the mid-1980’s most of the information about HMMs was buried in either specialized engineering or mathematics journals, accessible only to individuals who were particularly interested in pattern recognition.  Beginning in the mid-1980’s, Rabiner (1989) and Rabiner and Juang (1986), themselves innovators in this area, began a series of articles and a book (Rabiner & Juang, 1993) that clearly articulated and popularized the conceptual and mathematical underpinnings of Hidden Markov Models.  Because of the clarity of their work, most examples and notation in this field follow from Rabiner and Juang.  This article does the same.  In the last decade, HMMs have been extended into the field of bioinformatics and the burgeoning field of gene sequence identification, where they are the staple modeling tool used in mapping the human genome (see Durbin, Eddy, Krogh, & Mitchison, 1998). 

4In general, HMM transitions are allowed from any state to any other state in a single transition (i.e., ergodic model),
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 Other types of HMMs, however, restrict movement between specific states (i.e.,
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 pairs).  In the current analysis, for example, we use the left-to-right model, also referred to as the Bakis model (Bakis, 1976), because the underlying state sequence associated with the model has the property that as time increases the state index increases (or stays the same).  It has the desired ability to readily model system features whose properties change over time, e.g., social interaction (Deller, Proakis, Hansen, 1993; Rabiner, 1989).  The constraints to forward states can also be restricted, depending on the system being modeled.  

5 Although each is initially technically difficult to understand and beyond the scope of this paper, they are nonetheless accessible to most investigators (see Charniak, 1993; Deller et al., 1993; Jelinek, 1997; but initially try to get Rabiner & Juang, 1993 or Rabiner, 1989; for excellent introductions).  The delineation of these three problems is a standard pedagogical tool used to conceptualize HMMs.  They are explicitly detailed by Rabiner and Juang (1993), who credit Ferguson (1980) with their initial construction. 

6I have previously used state to describe the joint affect ratings by the couple but elected instead use affect configuration because the term state refers very specifically to discrete probabilitistic structures created by the HMM (see Griffin, 1993). 

7This refers to the technique of removing a portion of the data and re-estimating the parameter of interest, usually the mean of a distribution.  At each iteration, some small proportion of cases is removed and the parameter estimated, after cases are returned and new cases removed, the procedure is repeated.  Such efforts produce a general unbiased estimator of the parameter.  

8Group classification in the social sciences is typically done using classification functions associated with discriminate analysis.  Scores generated by these classification functions are conceptually and analytically very different from the model likelihood estimates generated by HMMs.  Classification scores are constructed as a linear additive value using variable weightings.  To produce these weightings, typically one gathers a large sample and each individual produces a score for each variable being assessed as a discriminator.  The model then selects the appropriate classification based on the highest value produced by the linear model.  This method usually employs numerous variables, each being associated with a single static score.  In contrast, the HMM relies on a stochastic model that employs a sequence of values derived from a single variable.  This single value can be represented by a composite of contemporaneous features of the variable as it shifts over time, like the affect configuration unit for couples.  In effect, the HMM classifies using a system process, displayed as a feature (i.e., observable), as it evolves over time whereas the discriminate analysis classification score uses the composite structure of a system derived from multiple static indicators. 

9This represent {male rating,female rating,duration}, where rating has a range from 1 (= extreme negative) to 5 (= extreme positive).

Table 1. 

Demographic characteristics by respondent and distress level.

	
	Respondent
	Marital Satisfaction
	

	
	
	Distressed
	Nondistressed

	Age
	Husband
	35.64
	32.19

	
	
	(6.85)a
	(6.78)

	
	Wife
	34.07
	29.75

	
	
	(6.26)
	(6.26)

	Education
	Husband
	13.93
	14.00

	
	
	(2.37)
	(2.78)

	
	Wife
	13.50
	13.88

	
	
	(2.21)
	(1.75)

	Previously married
	Husband
	.43
	.31

	
	
	(.51)
	(.48)

	
	Wife
	.29
	.38

	
	
	(.47)
	(.50)

	Previous marriages
	Husband
	.57
	.56

	
	
	(.76)
	(1.09)

	
	Wife
	.29
	.44

	
	
	(.47)
	(.63)

	Income
	Couple
	$29,286
	$23,594

	
	
	($13,098)
	($13,813)

	Marital Length
	Couple
	8.33
	4.42

	
	
	(7.93)
	(5.73)

	Children at home
	Couple
	1.79*
	.81*

	
	
	(1.42)
	(1.11)

	a standard deviation dddedeviation
	
	
	

	*p<.05
	
	
	


Table 2. 

Marital satisfaction scores (MAT) by respondent and distress level.

	
	Respondent
	Marital Satisfaction
	

	
	
	Distressed
	Nondistressed

	
	
	
	

	
	Husband
	77.07*
	122.69

	
	
	(21.38)a
	(13.66)

	
	Wife
	81.14*
	120.69

	
	
	(21.99)
	(15.16)

	
	Couple
	79.11*
	121.69

	
	
	(16.66)
	(12.95)

	
	
	
	

	a standard deviation
	
	
	

	*p<.000
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