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Models/Algorithms used for biological data:
1. Bayes Networks

2. Causal Models (slides on web site) – Judea Pearl

3. Graphical Models in Computational Molecular Biology - Nir Friedman

In general, there are two cases - complete data and incomplete data.
Example 1: 


Die:
1,2,3,4,5,6


Data:
6,1,1,3,2,2,3,4,5,2,6


P(1)=
Θ1

P(2)=
Θ2

P(3)=
Θ3

P(4)=
Θ4

P(5)=
Θ5

P(6)=
1 -( Θ1+ Θ2+ Θ3+ Θ4+ Θ5)

The goal is to learn parameters from data. Since there are six possible outcomes of each trial, there are five parameters. The sixth can be derived from the others.
Find (1,Θ2…Θi, which maximizes P(D | Θ),

P(data|Θ1…Θ5) 
= Θ6*Θ1*Θ1*Θ3*Θ2*Θ2*Θ3*Θ4*Θ5*Θ2*Θ6
=Θ12*Θ23*Θ32*Θ4*Θ5*(1 - ∑Θi)2
In this example, our database has six possible values, from the number of outcomes: N1 (ones), N2  (twos), N3 (threes), N4 (fours), N5 (fives), N6 (sixes)

Then, P(D|Θ1..Θ5) = Θ1N1*Θ2N2*Θ3N3*Θ4N4*Θ5N5*(1 - ∑Θi)N6
In log notation, LogP(D|Θ1…Θ5)= N1log(Θ1)+N2log(Θ2)+…+N6log(1-(Θ1..Θ5))

(logP(D|Θ1…Θ5)/((Θi) = Ni/Θi - N6/1-Θ1…Θ5 = 0

Ni/Θi = N6/1-Θ1…Θ5
N1/Θ1 = N2/Θ2=N3/Θ=N4/Θ4=N5/Θ5=N6/Θ6=K

Θ1 = N1 / K

Θ2 = N2 / K

Θi = Θi / K

Θi = 1

N1…N6 = K

Θ1 = N1 / N1+..+N6
Θ2 = N2 / ∑Ni
Θ1 = N1 / N1+…+ N6
Having prior knowledge that the die is fair, 1 million repitions gives us,

Θ1 = N1 * 1 million/N1+…+N6 * 6 million

To find Θ that maximizes P(D|Θ), we must define:
· What is a good network?

· How do we find the ‘best’ network for the data?

Many networks, to find the best one, we have to search. In the search, we must know the difference between agood and bad network. We must have the goal in mind.

Example 2:

Boatman can move only 1 object at a time. Must move lion, goat and cabbage. Moves goat, comes back, moves cabbage, retrieves goat, takes lion, comes back and retrieves goat.

Issues in reasoning with biological data and interactions: 

· Starting network

· Defining a good network

· Operations one can do on a network

· Strategy of searching - greedy search (local maximum)

· Hill climbing will only get local maximum. Cannot do exhaustive search, the number of networks is exponential.

· How many parameters do I need? The fewer parameters, the faster the search.

· Removing an edge…

AI and Computational Biology are full of learning. Bayes Net is still used in biology, but not good enough for some applications. Representing a GRN with Bayes Net is not always the best method. The Bayes model is a statistic model and does not tell us everything everything we need to know. Causality will give us better results in reasoning.

Example 3:

	
	Recovered
	Not Recovered
	Recovery Rate 

	M, Took Drug
	18
	12
	18/30

	M, ~Took Drug
	7
	3
	7/10

	F, Took Drug
	2
	8
	2/10

	F, ~Took Drug
	9
	21
	9/30

	Total      
	36
	44
	80


Total took drug, recovered = 20/20
0.5

        ~took drug, recovered = 16/24
0.4

P(recovery|male, drug) = 18/30 = 0.6 < P( male, ~drug)

P(recovery|female, drug) = 2/10 = 0.2 

P(recovery|drug) = 0.5 > P(recovery|~drug) = 0.4

Question:

In a group of people,  50% are given a treatment and 50% were not. In both groups, 50% recovered and 50% did not. Patient Joe took the treatment and died. What is the probability that Joe’s death occurred due to the treatment?

