Class notes February 21, 2006
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This is Bayes’ Theorem
Monty Hall problem
There are three closed doors.  Behind one of the doors is a car.  Behind two of the doors there are goats.  Assume you want the car, not a goat.  You pick door 1 and Monty opens door 3 revealing one of the goats.  Calculate the probability of the car being behind door 1 and the probability of the car being behind door 2.
A similar problem:
If you pick a number in a lottery and you are told what numbers are not winners, should you switch?
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	Door 1 – your pick
	Door 2
	Door 3
	Monty’s options
	Probability

	car
	goat
	goat
	Monty can pick door 2 or 3
	Each choice is 1/6

	goat
	car
	goat
	Monty has to pick door 3
	1/3

	goat
	goat
	car
	Monty has to pick door 2
	1/3


Solving the Monty Hall problem using joint probability distribution:

[image: image6.wmf]3

/

1

6

/

1

3

/

1

6

/

1

)

3

|

1

(

=

+

=

=

=

door

opened

car

door

P



[image: image7.wmf]3

/

2

6

/

1

3

/

1

3

/

1

)

3

|

2

(

=

+

=

=

=

door

opened

car

door

P


Solving the Monty Hall problem using Bayes’ Theorem:
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Bayes’ Theorem is very intuitive, joint probability distribution is not.  If Monty is allowed to randomly open a door, then the problem changes.  The key is Monty’s knowledge of the which door the car is behind.
2 Aces Puzzle
There are four cards: 1s, 1h, 2s, 2h where 1 is an ace, s is spaces, and h is hearts
Alice picks 2 cards at random.  The possible pairs are:
1s 1h
1s 2s
1s 2h
1h 2s
1h 2h
2s 2h
There is a 1/6 chance of picking any of the above pairs.
P(Alice has 1s) = 1/6 + 1/6 + 1/6 = 1/2
P(Alice has at least one ace) = 5/6
P(Alice has both aces) = 1/6
Alice says “I have the ace of spaces”.  What is the probability that she has both aces?
P(both aces | Alice says “I have the ace of spaces”) = 
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P(both ace | Alice has at least one ace) = 
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Why is the probability 1/5 if the probability when she says she has the ace of spades and the probability when she says she has the ace of hearts are both 1/3?
The key is that Alice says something, this means she must have been asked some question.
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There are two possible questions Alice could have been asked.

Question 1 – If you have an ace, give me one of the suits of your ace:
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Question 2 – Do you have the ace of spades?
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The key point is that Bayes’ Theorem helps you focus on the question, otherwise you may miss some aspect.

Bayesian Networks:
With 30 or 40 variables you can’t do joint probability distribution.

Say we have A1….A50.
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[image: image15]
Probability of a node given its parents is independent of its non-descendents
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This is much more compact if there are only a few parents

Amazon.com uses Bayesian Networks to suggest books.  Many other places use them for a wide variety of applications.
An example:


[image: image17]
P(T) = 0.02
P(F) = 0.01.
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	0.001


	L
	R
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	0.75

	f
	0.01


This is much more space efficient
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Next class – We see how for some classes of Bayes Networks you can manipulate terms and do it more efficiently.
� EMBED Equation.3  ���
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