CSE571
Class Notes 11/12/02
Geoff Beerbower


Reading

“Artificial Intelligence: A New Synthesis” by Nilsson

Ch 19, 20.1

in Noble Library
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P(Q | P5, P4) = ?

 = ΣP6,P7 P(Q, P6, P7 | P5, P4)

1st term:

P(Q, P6, P7 | P5, P4)

Convert using [P(a, b) =  P(b) * P(a | b)]  => [P(a, b | c) =  P(b | c) * P(a | b, c)] 
= P(Q | P5, P4, P6, P7) P(P6, P7 | P5, P4)

Get rid of P5, P4 in first factor since they are not parents of Q

= P(Q | P6, P7) P(P6, P7 | P5, P4)

Expand second factor since  P6 and P7 are independent given only {P5, P4}.  (Note: if Q had been given in that factor then we could not separate P6 and P7.  For further explanation, see below)
= P(Q | P6, P7) P(P6 | P5, P4) P(P7 | P5, P4)

Example:

sprinkler_on




rained





grass_wet

If we don’t know grass_wet, then sprinkler_on and rained are independent.

	Case 1
	Case 2
	Case 3

	                   A                  B


                            C
	       A                  B

                  C
	       A                  B

                  C

	A and B are independent.

A and B become conditionally dependent given C.
	A and B are dependent.

A and B become conditionally independent given C.


D-Separation

Vi and Vj are conditionally independent given a set of nodes E if for every undirected path between Vi and Vj there is a node Vb satisfying one of the following 3 properties:

1. Vb is in E and:

Vb
2. Vb is in E and:

Vb
3. Vb is not in E and:

Vb
· In each path, if there is one node satisfying one of the three conditions, that is sufficient.

· Holds for all Bayes Nets.

example:




X


Vi and Vj are conditionally independent if:









1) X, Y, Z in E




Y




2) U not in E

Vi





Vj




Z




U








Back to the original problem, we had gotten to:

P(Q, P6, P7 | P5, P4) = P(Q | P6, P7) P(P6 | P5, P4) P(P7 | P5, P4)

Now that we have separated P6 and P7, consider:  

· P6 is conditionally independent of P4



 Q

· P7 is conditionally independent of P5
So we have: = P(Q | P6, P7) P(P6 | P5) P(P7 | P4)
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P(Q | P11, P12, P13, P14) = ?
Convert using P(b | a) = P(b) * P(a | b) / P(a)
= P(Q) P(P11, P12, P13, P14 | Q)

P(P11, P12, P13, P14)

Now, look only at P(P11, P12, P13, P14 | Q)

P(P11, P12, P13, P14 | Q) = ?

P11, P14 are independent of P12, P13
= P(P11, P14 | Q) P(P12, P13 | Q)  

P11 is independent of P14 because (P15( is on the path but P15 is not in the given set.

= P(P11 | Q)P(P14 | Q) P(P12, P13 | Q)  

All of these factors still need to be modified to include parents.  Lets look at the last term: 

P(P12, P13 | Q)  

= ΣP9 P(P12, P13, P9 | Q)  

The first term of this summation is:

P(P12, P13, P9 | Q) 

= P(P12, P13 | P9, Q) P(P9 | Q)

Now go back to the original and look at P(Q):

P(Q) =

We need to add Q parents:

= ΣP6,P7 P(Q, P6, P7)  

The first term of this summation is:

P(Q, P6, P7) 

Using P(a, b) = P(a) * P(b | a) we get:
 = P(Q | P6, P7)P(P6, P7)  

P6 and P7 are independent so we get:

= P(Q | P6, P7)P(P6)P(P7)  

Extra-credit: Write program to do these calculations automatically for 20 extra points on the test.

P(Q | E-, E+) 

Consider P(Q | E-, E+) where E- are nodes below Q and E+ are nodes above Q.

P(Q | E-, E+) = P(E- | Q, E+) P(Q | E+)
P(E- | E+)

Now, all given nodes are above Q. 



































































