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Continued from last class’s example:

	U = court orders the execution

C = captain gives the signal

A = rifleman A shoots

B = rifleman B shoots

D = prisoner dies

	V = rifleman A is nervous










The equations are:

C = U

A = C or V

B = C

D = A or B

P(U) = p

P(V) = q

Observation: the prisoner dies

Q: What is the probability that the prisoner would be alive if A were not to shoot?

First the table is completed:

	Probability
	U
	V
	A
	B
	C
	D

	(1-p)(1-q)

(1-p)q

p(1-q)

pq
	0

0

1

1


	0

1

0

1


	0

1

1

1


	0

0

1

1


	0

0

1

1


	0

1

1

1




So, P(U=0,V=1|D=1)

    P(U=0,V=1)

=

  P(D=1|U=0,V=1) 

    P(D=1)

      (1-p) q

= 

     1-(1-p)(1-q)

As A decides not to shoot the figure and the equation changes:

P(U) = p

P(V) = 0

The equations change to:

C = U

B  = C

A = 0

D = A or B










The new table is:

	Probability
	U
	V
	B
	C
	D

	(1-p)q

p(1-q)

pq
	0

1

1
	1

0

1
	0

1

1
	0

1

1
	0

1

1


So, we have,

      (1-p) q

= 

     1-(1-p)(1-q)

From Judea Pearl’s slide’s (Judea Pearl’s book on Causality, ch:2)

Causality:

Causal Model: is a pair M = <D, ӨD> consisting of a causal structure D and a set of parameters ӨD compatible with D. the parameters assign a function xi = fi (pai, ui) to each Xi e V and a probability measure P(ui), where Pai are the parents of Xi in D and where each Ui is a random disturbance distributed according to P(ui), independently of all other u.

Inferred Causation: (preliminary) A variable X is said to have a causal inference on a variable Y if a directed path from X to Y exists in every minimal structure consistent with the data.

Theory of Inferred Causation:

With three variables A, B, C and notice the following that 

· A and B are independent 

· A and B are dependent given C

A few examples were discussed:

1. A – light switch is turned off.

B – light bulb is broken.

C – light is off.

2. A – sprinkler is on.

B – rain.

C – grass is wet.

3. A – dice1 says 3.

B – dice 2 says 3.

C – total is 6.

4. A – carpet is wet.

B – fire in the fireplace.

C – brought in firewood.

5. A – wallet is empty.

B – stomach is full.

C – bought dinner.

Here 1, 2 and 3 are valid while 4 and 5 are incorrect as some thing else has to be assumed or the given observation does not necessarily make the other two dependent.

Causal Structure: of a set of variables V is a Directed Acyclic Graph in which each node corresponds to a distinct element of V, and each link represents direct functional relationship among the corresponding variables.  


Latent Structure: a latent structure is a pair L = <D, O>, where D is a causal structure over V and where O ( V is a set of observed variables.

Structure Preference: one latent structure L = <D, O> is preferred to another L/ = <D/, O> if and only if D/ can mimic D over O – that is, if and only if for every ӨD there exists a ӨD/, such that P[O](<D/, ӨD/>) = P[O](<D, ӨD>).


Minimality: a latent structure L is minimal with respect to a class L of latent structures if and only if there is no member of L that is strictly preferred to L – that is, if and only if for every L/ ( L we have L ( L/ whenever L/ ( L.

Consistency: a latent structure L = <D, O> is consistent with a distribution P/ over O if D can accommodate some model that generates P/ – that is, if there exists a parameterization ӨD such that P[O](<D/, ӨD/>) = P/.

Inferred Causation: given P/, a variable C has a causal influence on variable E if and only if there exists a directed path from C to E in every minimal latent structure consistent with P/. 

U





C





A





B





V





U





C





A





B





D





V








