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\textbf{Abstract}

The notion of maintenance often appears in the AI literature in the context of agent behavior and planning. In this paper, we argue that earlier characterizations of the notion of maintenance are not intuitive to characterize the maintenance behavior of certain agents in a dynamic environment. We propose a different characterization of maintenance and distinguish it from earlier notions such as stabilizability. Our notion of maintenance is more sensitive to a good-natured agent which struggles with an “adversary” environment, which hinders her by unforeseeable events to reach her goals (not in principle, but in case). It has a parameter $k$, referring to the length of non-interference (from exogenous events) needed to maintain a goal; we refer to this notion as $k$-maintainability. We demonstrate the notion on examples, and address the important but non-trivial issue of efficient construction of maintainability control functions. We present an algorithm which in polynomial time constructs a $k$-maintainable control function, if one exists, or tells that no such control is possible. Our algorithm is based on SAT Solving, and employs a suitable formulation of the existence of $k$-maintainable control in a fragment of SAT which is tractable. For small $k$ (bounded by a constant), our algorithm is linear time. We then give a logic programming implementation of our algorithm and use it to give a standard procedural algorithm, and analyze the complexity of constructing $k$-maintainable controls, under different assumptions such as $k = 1$, and states described by variables. On the one hand, our work provides new concepts and algorithms for maintenance in dynamic environment, and on the other hand, a very fruitful application of computational logic tools.

\textsuperscript{*}A preliminary version of the formulation part, entitled “A formal characterization of maintenance goals,” has been presented at AAAI’00, and a preliminary version of the algorithm part entitled “A polynomial time algorithm for constructing $k$-maintainable policies” has been presented at ICAPS’04. The current version revises and combines both of them with additional elaborations, examples, results, and proofs. The major part of the algorithms was done when Chitta Baral was visiting Vienna University of Technology during May 2003. Marcus Bj\ae reland carried out the major part of his work while he was with the Department of Computer and Information Science of Linkoping University.
# 1 Introduction and Motivation

For an agent situated in a static environment, the goal is often to reach one out of several states where certain conditions are satisfied. Such a goal is usually expressed by a formula in propositional or first-order logic. Sometimes the goal requires constraining the path taken to reach one of the states. In that case, the goal can be expressed by a formula in temporal logic [1, 41, 4].

Our concern in this paper is about agents in a dynamic environment. In that case, things are more complex since the state of the world can change through both actions of the agent and of the environment. The agent’s goal in a dynamic environment is then often more than just achieving a desired state, as after the agent has successfully acted to reach a desired state, the environment may change that state. In such a case, a common goal of an agent is to ‘maintain’ rather than just ‘achieve’ certain conditions. The goal of maintaining certain conditions (or a set of states that satisfy these conditions) is referred to as maintenance goals. Maintenance goals are well-known in the AI literature, e.g., [52, 30, 1, 42], and have counterparts in other areas such as in stability theory of discrete event dynamic systems [43, 45, 47, 46, 51] and in active databases [10, 38]. However, as we argue in this paper, earlier characterizations of maintenance goals are not adequate under all circumstances.

To see what is wrong with earlier definition of maintenance goals, suppose an agent’s goal is to maintain a fluent \( f \), i.e., the proposition \( f \) should be true. A straightforward attempt\(^1\) to express it using temporal operators is the formula \( \Box f \), where \( \Box \) is the temporal operator “Always” and \( f \) means that \( f \) is true in all the future states of the world. This is too strong a condition, as maintaining inherently means that things go out of shape and they have to be maintained back to shape. A better temporal logic representation of this goal is thus the formula \( \Diamond f \), where \( \Diamond \) is the temporal operator “Eventually.” Intuitively, the formula \( \Box \Diamond f \) is satisfied by an infinite trajectory of states of the form \( s_0, s_1, s_2, \ldots \), if at any stage \( i \geq 0 \), there exists some stage \( j \geq i \) such that \( f \) is true in \( s_j \). An agent’s control is said to satisfy \( \Box \Diamond f \) if all trajectories that characterize the evolution of the world due to the environment and the agent’s control satisfy \( \Box \Diamond f \). At first glance the formula \( \Box \Diamond f \) seems to express the goal of maintaining \( f \), as it encodes that if \( f \) becomes false in any state in the trajectory then it becomes true in a later state.

We consider \( \Box \Diamond f \) to be also too strong a specification—in many situations—to express the intuitive notion of ‘maintaining \( f \)’, if we take on a more refined view of the (sometimes nasty) part which the environment might play, which we illustrate by some examples. Suppose \( f \) denotes the condition that the Inbox of a customer service department be empty. Here the environment makes \( f \) false by adding new requests to the Inbox while the agent tries to make \( f \) true by processing the messages in the Inbox and removing them from it. If the agent is diligent in processing the message in the Inbox and makes it empty every chance the agent gets, we would then like to say that agent maintains the Inbox empty. But such a control does not satisfy the formula \( \Box \Diamond f \) under all circumstances, because there will be trajectories where the agent is overwhelmed by the environment (flooding the Inbox) and \( f \) never becomes true.

Another example in support of our intuition behind maintainability is the notion of maintaining the consistency of a database [10, 38, 53]. When direct updates are made to a database, maintaining the consistency of the database entails the triggering of additional updates that may bring about additional changes to the database so that in the final state (after the triggering is done) the database reaches a consistent state. This does not mean that the database will reach consistency if continuous updates are made to it and it is not given a chance to recover. In fact, if continuous update requests are made we may have something similar to denial service of attacks. In this case we can not fault the triggers saying that they do not maintain the consistency of the database. They do. It is just that they need to be given a

\(^1\)All through the paper we consider the evaluation of linear temporal formulas with respect to all ‘valid’ trajectories. An alternative approach would be to use a variation of the branching time quantifier A, such as the operator \( A_\pi \) from [6], before the linear temporal formulas.
window of opportunity or a respite from continuous harassment from the environment to bring about the additional changes which are necessary to restore database consistency. The same holds for maintaining a room clean; we can not fault the cleaning person if he or she is continually sent away because the room is being continuously used.

Another example is a mobile robot [8, 35] which is asked to ‘maintain’ a state where there are no obstacles in front of it. Here, if there is a belligerent adversary that keeps on putting an obstacle in front of the robot, there is no way for the robot to reach a state with no obstacle in front of it. But often we will be satisfied if the robot avoids obstacles in its front when it is not continually harassed. Of course, we would rather have the robot take a path that does not have such an adversary, but in the absence of such a path, it would be acceptable if it takes an available path and ‘maintains’ states where there are no obstacles in front.

The inadequacy of the expression $\square \square f$ in expressing our intuition about ‘maintaining $f$’ is because $\square \square f$ is defined on trajectories which do not distinguish between transitions due to agent actions and environment actions. Thus we can not distinguish the cases

(i) where the agent does its best to maintain $f$ (and is sometimes thwarted by the environment) and can indeed make $f$ true in some (say, $k$) steps if there is no interference from the environment during those steps; and

(ii) where the agent really does not even try.

We refer to (i) as $k$-maintainability in this paper. The expression $\square \square f$ can not express the idea of a window of opportunity (or window of non-interference) during which an agent can perform the actions necessary for maintaining. In fact, none of the standard notions of temporal logics [12, 36], which are defined on trajectories that do not distinguish between the cause behind the transitions (whether they are due to agent’s actions or due to the environment), can express the idea behind $k$-maintainability.

The main contributions of this paper can be summarized as follows.

1. We introduce and formally define the notion of $k$-maintainability, and distinguish it from earlier notions of maintainability, in particular the specification $\square \square f$ and the similar notion of stabilizability from discrete event dynamic systems.

2. We provide polynomial time algorithms that can construct $k$-maintainable control policies, if one exists. (In the rest of the paper we will refer to ‘control policy’ simply by ‘control’.) Our algorithm is based on SAT Solving, and employs a suitable formulation of the existence of $k$-maintainable control in a tractable fragment of SAT. We then give a logic programming implementation of this method, and finally distill from it a standard procedural algorithm.

3. We analyze the computational complexity of constructing $k$-maintainable controls, under different settings of the environment and the windows of opportunity open to the agent, as well as under different forms of representation. We show that the problem is complete for PTIME in the standard setting, where the possible states are enumerated, and complete for EXPTIME in a STRIPS-style setting where states are given by value assignments to fluents. Furthermore, we elucidate the impact of the different factors and show, by our proofs of the hardness results, that the full problem complexity is inherent already to certain restricted cases.

Overall, our work not only provides new concepts and algorithms for realizing maintenance of an agent in dynamic environment, but also illustrates a very fruitful application of computational logic tools.
The rest of this paper is organized as follows. In Section 2 we present the background definitions of a system with an agent in an environment and define the notions of stability and stabilizability. In Section 3 we describe a running example of a system with two buffers. We use this example for illustrating the concepts of stabilizability and $k$-maintainability, which is formally defined in Section 4. In Section 5 we present our algorithms for constructing $k$-maintaining controls, based on SAT Solving as well as a genuine algorithm extracted from it. In Section 6 we present an encoding for computing a control function using a logic programming engine and devote Section 7 to complexity analysis. Finally, in Section 8 we conclude, mention related work and outline some future directions.

2 Background: Systems, Goals, Control, Stability and Stabilizability

In this paper, we are concerned with goal-directed agents in a dynamic world. Such agents can perform actions that change the state of the world. Because of the dynamic nature of the world, certain changes can happen to the state of the world beyond the control of an agent. The agent’s job is thus to make the world evolve in a way coherent with a goal assigned to it. As for the agent control, we adopt here that an agent follows a Markovian control policy to do its job; that is, its control is a function from the set of states to the set of actions, detailed as follows.

Definition 1 (System) A system is a quadruple $A = (\mathcal{S}, \mathcal{A}, \Phi, \text{poss})$, where

- $\mathcal{S}$ is the set of system states;
- $\mathcal{A}$ is the set of actions, which is the union of the set of agents actions, $\mathcal{A}_{agent}$, and the set of environmental actions, $\mathcal{A}_{env}$;
- $\Phi: \mathcal{S} \times \mathcal{A} \rightarrow 2^\mathcal{S}$ is a non-deterministic transition function that specifies how the state of the world changes in response to actions; and
- $\text{poss}: \mathcal{S} \rightarrow 2^\mathcal{A}$ is a function that describes which actions are possible to take in which states.

The above notion of system is used in the discrete event dynamic systems community, for instance in [43, 45, 47, 46, 51]. In practice, the functions $\Phi$ and $\text{poss}$ are required to be effectively (and efficiently) computable, and they may often be specified in a representation language such as in [25, 23, 48]. The possibility of an action has different meaning depending on whether it is an agent’s action or whether it is an environmental action. In case of an agent’s action, it is often dictated by the policy followed by the agent. For environmental actions, it encodes the various possibilities that are being accounted for in the model. We tacitly assume here that possible actions lead always to some successor state, i.e., the axiom that $\Phi(s, a) \neq \emptyset$ whenever $a \in \text{poss}(s)$ holds for any state $s$ and action $a$, is satisfied by any system.

An example of a system $A = (\mathcal{S}, \mathcal{A}, \Phi, \text{poss})$, where $\mathcal{S} = \{b, c, d, f, g, h\}$, $\mathcal{A} = \{a, a', e\}$, and the transition function $\Phi$ is shown in Figure 1, where $s' \in \Phi(s, a)$ iff an arc $s \rightarrow s'$ labeled with $a$ is present and $\text{poss}(s)$ are all actions that label arcs leaving $s$. Notice that in this example, $\Phi(s, a)$ is deterministic, i.e., $\Phi(s, a)$ is a singleton if nonempty.

The evolution of the world with respect to a system is characterized by the following definition.

Definition 2 (Trajectory) Given a system $A = (\mathcal{S}, \mathcal{A}, \Phi, \text{poss})$, an alternating infinite sequence of states and actions $s_0, a_1, s_1, a_2, \ldots, s_k, a_{k+1}, s_{k+1}, \ldots$ is said to be a trajectory consistent with $A$, if $s_{k+1} \in \Phi(s_k, a_{k+1})$, and $a_{k+1} \in \text{poss}(s_k)$. 
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A common restriction on how the world evolves is defined using the notion of stability. The following definition of stability is adapted from [43] and has its origin in control theory and discrete event dynamic systems [43, 45, 47, 46].

**Definition 3 (Stable state 1)** Given a system \( A = (S, A, \Phi, \text{poss}) \) and a set of states \( E \), a state \( s \) is said to be stable in \( A \) w.r.t. \( E \) if all trajectories consistent with \( A \) and starting from \( s \) go through a state in \( E \) in a finite number of transitions and they visit \( E \) infinitely often afterwards. A set of states \( S \) is stable with respect to \( E \) if all states in \( S \) are stable with respect to \( E \).

We say \( A = (S, A, \Phi, \text{poss}) \) is a stable system, if all states in \( S \) are stable in \( A \) with respect to \( E \).

Although the above definition of stability is with respect to a set of states \( E \), it can be easily adapted to a formula \( \varphi \) that can be evaluated at the states of system \( A \). In that case \( E = \{ s \in S \mid A, s \models \varphi \} \), i.e., it is the set of states \( s \) at which \( \varphi \) is true.

An alternative approach to characterize the evolution of states is through temporal operators. Some of the important temporal operators talking about the future are (cf. [36, 21]): Next (\( \square \)), Always (\( \Box \)), Eventually (\( \Diamond \)), and Until (\( U \)). Their meaning with respect a trajectory \( \tau = s_0, a_1, s_1, \ldots, s_k, a_{k+1}, s_{k+1}, \ldots \) is defined as follows.

Let \( (\tau, j) \), for \( j \geq 0 \), denote the remainder of \( \tau \) starting at \( s_j \); then

- \( (\tau, j) \models p \) iff \( p \) is true in \( s_j \), for any proposition \( p \);
- \( (\tau, j) \models \Diamond \varphi \) iff \( (\tau, j+1) \models \varphi \);
- \( (\tau, j) \models \Box \varphi \) iff \( (\tau, k) \models \varphi \), for all \( k \geq j \).
- \( (\tau, j) \models \Diamond \varphi \) iff \( (\tau, k) \models \varphi \), for some \( k \geq j \).
- \( (\tau, j) \models \varphi_1 U \varphi_2 \) iff there exists \( k \geq j \) such that \( (\tau, k) \models \varphi_2 \) and for all \( i, j \leq i < k, (\tau, i) \models \varphi_1 \).

The standard Boolean connectives \( \land, \lor, \) and \( \lnot \) are defined as usual. An alternative definition of stability can then be given as follows:

**Definition 4 (Stable state 2)** Given a system \( A = (S, A, \Phi, \text{poss}) \) and an objective formula \( \varphi \) (i.e., without temporal operators), let \( E_\varphi = \{ s \in S \mid \varphi \text{ is true in } s \} \). A state \( s \) is then said to be stable in \( A \) w.r.t. \( E \) if for all trajectories \( \tau \) of the form \( \tau = s_0, a_1, s_1, \ldots, s_k, a_{k+1}, s_{k+1}, \ldots \) consistent with \( A \), it holds that \( (\tau, 0) \models \Box \Diamond \varphi \).
In fact, this definition is equivalent to Definition 3. The advantage of using temporal operators, as in the above definition, instead of Definition 3 is that the former allows us to specify a larger class of goals and build on top of the notion of stability. For example, a notion similar to stability, referred to as a response property [36], is of the form \( \Box(p \rightarrow \Diamond q) \).

2.1 Stabilizability

The notion of stability is defined with respect to a system and the evolution of the world consistent with the system. When we focus on an agent and its ability to make a system stable, we need a notion of stabilizability which intuitively means that there exists a control policy which the agent can use to fashion a stable system.

Given a system \( A = (S, A, \Phi, \text{poss}) \), when discussing stabilizability of the system, we need to consider the following additional aspects:

- the set of actions \( A_{\text{agent}} \) which the agent is capable of executing in principle (where \( A_{\text{agent}} \subseteq A \));
- the set of exogenous actions that may occur in the state \( s \), beyond the agent’s control, modeled by a function \( \text{exo} : S \rightarrow 2^{A_{\text{env}}} \), where \( \text{exo}(s) \subseteq \text{poss}(s) \) for each state \( s \) (recall that \( A_{\text{env}} \) are the environmental actions). We call any such \( \text{exo} \) an exogenous function.

Intuitively, given a system \( A = (S, A, \Phi, \text{poss}) \), \( A_{\text{agent}}, \text{exo} \), and \( E \), a state \( s \) is stabilizable with respect to \( E \), if we are able to find a policy or control function such that the agent picks an action it can do in \( s \), we have stability if all other agent actions in \( s \) and the other states that are reached are disabled, and no state is reached from \( s \) where no further actions are possible.

The last condition is referred to as aliveness. It is formally defined by the following two definitions, the first of which defines the set \( R(A, s) \) of states that can be reached from \( s \) in the system \( A \).

**Definition 5** Given a system \( A = (S, A, \Phi, \text{poss}) \) and a state \( s \), \( R(A, s) \subseteq S \) is the smallest set of states that satisfying the following conditions:

1. \( s \in R(A, s) \),
2. If \( s' \in R(A, s) \), and \( a \in \text{poss}(s') \), then \( \Phi(s', a) \subseteq R(A, s) \).

**Definition 6 (Aliveness)** Given a system \( A = (S, A, \Phi, \text{poss}) \) and a state \( s \), we say \( s \) is alive if \( \text{poss}(s') \neq \emptyset \), for all \( s' \in R(A, s) \). We say \( A = (S, A, \Phi, \text{poss}) \) is alive if all states in \( S \) are alive.

The notion of control function is formally defined as follows.

**Definition 7 (Control)** Given a system \( A = (S, A, \Phi, \text{poss}) \) and a set \( A_{\text{agent}} \subseteq A \) of agent actions, a control function for \( A \) w.r.t. \( A_{\text{agent}} \) is a partial function

\[
K : S \rightarrow A_{\text{agent}},
\]

such that \( K(s) \in \text{poss}(s) \) whenever \( K(s) \) is defined.

We are now ready to formally define the notion of stabilizability.
Definition 8 (Stabilizability) Given a system $A = (S, A, \Phi, \text{poss})$, a set $A_{\text{agent}} \subseteq A$, a function $\text{exo}$ as above, and a set of states $E$, we say that $s \in S$ is stabilizable with respect to $E$, if there exists a control function $K : S \rightarrow A_{\text{agent}}$ for $A$ w.r.t. $A_{\text{agent}}$ with the following properties:

1. $s$ is stable with respect to $E$ in the system $A_{K, \text{exo}} = (S, A, \Phi, \text{poss}_{K, \text{exo}})$, where, for any state $s'$, $\text{poss}_{K, \text{exo}}(s') = \{K(s')\} \cup \text{exo}(s')$; and
2. $s$ is alive in $A_{K, \text{exo}}$.

A set of states $S \subseteq S$ is stabilizable with respect to $E$, if there is a control function $K$ for $A$ w.r.t. $A_{\text{agent}}$ such that every state $s \in S$ is stabilizable with respect to $E$ witnessed by $K$.

Having provided this definition, we shall illustrate it on an elaborated example in the next section, where we describe an intuitive control function for the management of two finite buffers.

Before closing this section, we introduce for later use the notion of a super control.

Definition 9 (Super-control) Given a system $A = (S, A, \Phi, \text{poss})$ and a set $A_{\text{agent}} \subseteq A$ of agent actions, a partial function $K : S \rightarrow 2^{A_{\text{agent}}}$ such that $K(s) \subseteq \text{poss}(s)$ and $K(s) \neq \emptyset$ whenever $K(s)$ is defined, is called super-control for $A$ w.r.t. $A_{\text{agent}}$.

Informally, a super-control is an envelope for multiple control functions, which result by refining $K$ to some arbitrary action in $K(s)$ whenever $K(s)$ is defined; the notion of stabilizability is defined similar as for control functions, with the only change that in $A_{K, \text{exo}}$, we set $\text{poss}_{K, \text{exo}}(s') = K(s') \cup \text{exo}(s')$ in place of $\text{poss}_{K, \text{exo}}(s') = \{K(s')\} \cup \text{exo}(s')$.

The following proposition is immediate.

Proposition 1 Given a system $A = (S, A, \Phi, \text{poss})$, a set $A_{\text{agent}} \subseteq A$, and a function $\text{exo}$, a set of states $S \subseteq S$ is stabilizable with respect to a set of states $E \subseteq S$ under a control function $K$ for $A$ w.r.t. $A_{\text{agent}}$ iff $S$ is stabilizable with respect to $E$ under a super-control $K^+$ for $A$ w.r.t. $A_{\text{agent}}$. Furthermore, each such $K$ is a refinement of some $K^+$ with this property (i.e., for each $s$, $K(s) \in K^+(s)$ and $K(s)$ is defined iff $K^+(s)$ is defined), and each refinement $K$ of $K^+$ is a control function witnessing stabilizability of $S$ with respect to $E$.

3 Example Scenario: Two Finite Buffers

In this section, we introduce a running example which we will use in illustrating the notion of stabilizability and also other concepts in the rest of the paper.

We imagine a system with two finite buffers, $b_1$ and $b_2$, where objects are added to $b_1$ in an uncontrollable way. An agent moves objects from $b_1$ to $b_2$ and processes them there. When an object has been processed, it is automatically removed from $b_2$. This is a slight modification of a finite buffer example from [45] and generalizes problems such as ftp agents maintaining a clean ftp area by moving submitted files to other directories, or robots moving physical objects from one location to another.

In our framework, we shall describe a system $A_b$ which models this scenario. For simplicity, we assume that the agent has three control actions $M_{12}$ that moves an object from $b_1$ to $b_2$ (if such an object exists), the opposite action, $M_{21}$ that moves an object from $b_2$ to $b_1$, and $\text{Proc}$ that processes and removes an
object in $b_2$. There is one exogenous action, $Ins$, that inserts an object into buffer $b_1$. The capacities of $b_1$ and $b_2$ are assumed to be equal.

Let us assume that the control goal of this system is to keep $b_1$ empty. Then, the system is not stabilizable, since objects can be continually inserted before the agent has a chance to empty the buffer. However, if no insertions are performed for a certain window of non-interference, the agent can always empty $b_1$. This implies that the system is maintainable but not stabilizable. We now make the above argument explicit by using a concrete instance of $A_b$.

**Example 1 (Running Example)**

We assume that the maximum capacity of the buffers $b_1$ and $b_2$ is 3. The components of $A_b = (S_b, A_b, \Phi_b, poss_b)$ are then as follows.

- We model every state by the current number of objects in $b_1$ and $b_2$. That is, a state $s$ is identified by a pair of integers $\langle i, j \rangle$ where $i$ denotes the number of objects in $b_1$ and $j$ the number of objects in $b_2$. With the maximum capacity of 3, the set of states, $S_b$, consists of $4 \times 4 = 16$ states and is given by
  
  $$S_b = \{0, 1, 2, 3\} \times \{0, 1, 2, 3\}.$$

- The set of actions is $A_b = \{M_{12}, M_{21}, Proc, Ins\}$.

- We assume that the transition function $\Phi_b$ is deterministic, i.e., $|\Phi_b(s, a)| \leq 1$, defined as follows, where we write $\Phi_b(s, a) = \{s'\}$ for $\Phi_b(s, a) = \{s'\}$. For every $i, j \in \{0, \ldots, 3\}$, let
  
  $$\Phi_b(\langle i, j \rangle, M_{12}) = \langle i - 1, j + 1 \rangle,$$
  $$\Phi_b(\langle i, j \rangle, M_{21}) = \langle i + 1, j - 1 \rangle,$$
  $$\Phi_b(\langle i, j \rangle, Proc) = \langle i, j - 1 \rangle,$$
  $$\Phi_b(\langle i, j \rangle, Ins) = \langle i + 1, j \rangle,$$

  where addition and subtraction are modulo 3, and in all other cases $\Phi_b(s, a) = \emptyset$.

- The enabling function, $poss_b$, is defined by

  $$M_{12} \in poss_b(\langle i, j \rangle) \quad \text{iff} \quad i \geq 1 \text{ and } j \leq 2$$
  $$M_{21} \in poss_b(\langle i, j \rangle) \quad \text{iff} \quad i \leq 2 \text{ and } j \geq 1$$
  $$Proc \in poss_b(\langle i, j \rangle) \quad \text{iff} \quad j \geq 1$$
  $$Ins \in poss_b(\langle i, j \rangle) \quad \text{iff} \quad i \leq 2$$

It is easy to see that for $S = \{(0,0)\}$ (no objects in the buffers) and $E = \{(0,0), (0,1), (0,2), (0,3)\}$ (that is, we want to keep $b_1$ empty) $S$ is not stabilizable w.r.t. $E$, since the exogenous action $Ins$ can always interfere in the task of bringing the system back to $E$. For example, consider the control $K_b$ defined as follows:

$$K_b(\langle i, j \rangle) = M_{12} \text{ when } i \geq 1 \text{ and } j < 3, \text{ and}$$

$$K_b(\langle i, j \rangle) = Proc \text{ when } (i = 0 \text{ and } j \geq 1) \text{ or } j = 3.$$
Intuitively, the above control directs the transfer of objects from buffer 1 to 2 whenever possible, and if that is not possible it directs processing of objects in buffer 2 if that is possible. In Figure 1, which shows the transition diagram between states, the transitions by the control $K_b$ are marked with $M_{12}$ and $\text{Proc}$. Consider the following trajectory consistent with the control system $A_{K,exo} = (S_b, A_b, \Phi_b, \text{poss}_{K_b,exo})$:

\[
\tau = (0, 0), \text{Ins}, (1, 0), \text{Ins}, (2, 0), M_{12}, (1, 1), \text{Ins}, (2, 1), M_{12}, (1, 2), \text{Ins}, (2, 2), M_{12}, (1, 3), \text{Proc}.
\]

It consists of a prefix $(0, 0), \text{Ins}, \ldots, M_{12}$ and a cycle $(1, 2), \ldots, \text{Proc}$. In $\tau$, no state in $E$ is ever reached after the starting state $(0, 0)$. Similar trajectories can be found for any control and hence $S$ is not stabilizable with respect to $E$.

On the other hand, $S = \{(0, 0)\}$ is stabilizable w.r.t. $E' = \{0, 1, 2\} \times \{0, 1, 2, 3\}$ (that is, we want to have at most two objects in $b_1$ at any time): Following $K_b$ we can go from any of the states in $S_b \setminus E' = \{(3, 0), (3, 1), (3, 2), (3, 3)\}$ to $E'$ with the execution of at most two control actions, while no exogenous actions are possible for those states.

\[\square\]

4 Limited Interference and $k$-Maintainability

As we mentioned in Section 1, our main intuition behind the notion of maintainability is that maintenance becomes possible only if there is a window of non-interference from the environment during which maintenance is performed by the agent. In other words, an agent $k$-maintains a condition $c$ if its control (or its reaction) is such that if we allow it to make the controlling actions without interference from the environment for at least $k$ steps, then it gets to a state that satisfies $c$ within those $k$ steps.

Our definition of maintainability has the following parameters:

(i) a set of initial states $S$ that the system may be initially in,

(ii) a set of desired states $E$ that we want to maintain,

(iii) a system $A = (S, A, \Phi, \text{poss})$,
(iv) a set $A_{\text{agent}} \subseteq A$ of agent actions,

(v) a function $exo : S \rightarrow 2^{\mathcal{A}_{\text{env}}}$ detailing exogenous actions, such that $exo(s) \subseteq poss(s)$, and

(vi) a control function $K$ (mapping a relevant part of $S$ to $A_{\text{agent}}$) such that $K(s) \in poss(s)$.

The next step is to formulate when the control $K$ maintains $E$ assuming that the system is initially in one of the states in $S$. The exogenous actions are accounted for by defining the notion of a closure of $S$ with respect to the system $A_{K,exo} = (S, A, \Phi, poss_{K,exo})$, denoted by $\text{Closure}(S, A_{K,exo})$; where $poss_{K,exo}(s)$ is the set $\{K(s)\} \cup exo(s)$. This closure is the set of states that the system may get into starting from $S$ because of $K$ and/or $exo$. Maintainability is then defined by requiring the control to be such that if the system is in any state in the closure and is given a window of non-interference from exogenous actions, then it gets into a desired state during that window. One of the importance of using the notion of closure is that one can focus only on a possibly smaller state of states, rather than all the states, thus limiting the possibility of an exponential blow-up - as warned in [26] - of the number of control rules.

Now a next question might be: Suppose the above condition of maintainability is satisfied, and while the control is leading the system towards a desired state, an exogenous action happens and takes the system off that path. What then? The answer is that the state the system will reach after the exogenous action will be a state from the closure. Thus, if the system is then left alone (without interference from exogenous actions) it will be again on its way to a desired state. So in our notion of maintainability, the control is always taking the system towards a desired state, and after any disturbance from an exogenous action, the control again puts the system back on a path to a desired state.

We now formally define the notions of closure and maintainability.

**Definition 10** (Closure) Let $A = (S, A, \Phi, poss)$ be a system and let $S \subseteq S$ be a set of states. Then the closure of $A$ w.r.t. $S$, denoted by $\text{Closure}(S, A)$, is defined by $\text{Closure}(S, A) = \bigcup_{s \in S} R(A, s)$. □

**Example 2** In the system $A$ in Figure 1, we have that $R(A, d) = \{d, h\}$ and $R(A, f) = \{f, g, h\}$, and therefore $\text{Closure}(\{d, f\}, A) = \{d, f, g, h\}$. □

We note some properties of $\text{Closure}(S, A)$, which follow immediately from the definition of $R(A, s)$.

**Lemma 2** Let $A = (S, A, \Phi, poss)$ be a system and $S \subseteq S$ be a set of states. Then,

1. $\text{Closure}(S, A)$ satisfies the Kuratowski closure axioms [32], i.e., $\text{Closure}(\emptyset, A) = \emptyset$, $S \subseteq \text{Closure}(S, A)$, $\text{Closure}(\text{Closure}(S, A), A) = \text{Closure}(S, A)$, and $\text{Closure}(S_1 \cup S_2, A) = \text{Closure}(\text{Closure}(S_1, A) \cup \text{Closure}(S_2, A))$;

2. if $s \in \text{Closure}(S, A)$, and $a \in poss(s)$, then $\Phi(s, a) \subseteq \text{Closure}(S, A)$. □

Next we define the notion of unfolding a control.

**Definition 11** (Unfold$_k(s, A, K)$) Let $A = (S, A, \Phi, poss)$ be a system, let $s \in S$, and let $K$ be a control for $A$. Then Unfold$_k(s, A, K)$ is the set of all sequences $\sigma = s_0, s_1, \ldots, s_l$ where $l \leq k$ and $s_0 = s$ such that $K(s_j)$ is defined for all $j \leq l$, $s_{j+1} \in \Phi(s_j, K(s_j))$, and if $l < k$, then $K(s_l)$ is undefined. □
Intuitively, an element of $Unfold_k(s, A, K)$ is a sequence of states of length at most $k + 1$ that the system may go through if it follows the control $K$ starting from the state $s$. The above definition of $Unfold_k(s, A, K)$ is easily extended to the case when $K$ is a super-control, meaning $K(s)$ is a set of actions instead of a single action. In that case, we overload $\Phi$ and for any set of actions $a^*$, define $\Phi(s, a^*) = \bigcup_{a \in a^*} \Phi(s, a)$.

We now define the notion of $k$-maintainability. This definition can be used to verify the correctness of a control.

**Definition 12** ($k$-Maintainability) Given a system $A = (S, A, \Phi, \text{poss})$, a set of agents action $A_{agent} \subseteq A$, and a specification of exogenous action occurrence $exo$, we say that a control$^2$ $K$ for $A$ w.r.t. $A_{agent}$ $k$-maintains $S \subseteq S$ with respect to $E \subseteq S$, where $k \geq 0$, if for each state $s \in \text{Closure}(S, A_{K, exo})$ and each sequence $\sigma = s_0, s_1, \ldots, s_l$ in $Unfold_k(s, A, K)$ with $s_0 = s$, it holds that $\{s_0, \ldots, s_l\} \cap E \neq \emptyset$.

We say that a set of states $S \subseteq S$ (resp. $A$, if $S = S$) is $k$-maintainable, $k \geq 0$, with respect to a set of states $E \subseteq S$, if there exists a control $K$ which $k$-maintains $S$ w.r.t. $E$. $K$ is then referred to as the witnessing control function. Furthermore, $S$ (resp. $A$) is called maintainable w.r.t $E$, if $S$ (resp. $A$) is $k$-maintainable w.r.t $E$ for some $k \geq 0$.

We often will omit explicit mention of $A_{agent}, S$, and $E$ for control functions and maintainability if they are clear from the context.

Intuitively, the condition $\{s_0, s_1, \ldots, s_l\} \cap E \neq \emptyset$ above means that we can get from a state $s_0$ outside $E$ to a state in $E$ within at most $k$ transitions—where each transition is dictated by the control $K$—if the world were to unfold as in $s = s_0, s_1, \ldots, s_l$. In particular, 0-maintainability means that the agent has nothing to do: after any exogenous action happening, the system will be in a state from $E$. Therefore, a trivial control $K$ will do which is undefined on every state.

**Example 3** Reconsider the system $A$ in Figure 1. Let us assume that $A_{agent} = \{a, a'\}$, that $exo(s) = \{e\}$ iff $s = f$ and that $exo(s) = \emptyset$ otherwise. Suppose now that we want a 3-maintainable control policy for $S = \{b\}$ w.r.t. $E = \{h\}$. Clearly, such a control policy $K$ is to take $a$ in $b, c$, and $d$. Indeed, $\text{Closure}(\{b\}, A_{K, exo}) = \{b, c, d, h\}$ and $Unfold_3(b, A, K) = \{(b, c, d, h)\}$, $Unfold_3(c, A, K) = \{(c, d, h)\}$, and $Unfold_3(d, A, K) = \{(d, h)\}$; furthermore, each sequence contains $h$.

Suppose now that $\Phi(c, a) = \{d, f\}$ instead of $\{d\}$ (i.e., nondeterminism in $c$). Then, no $k$-maintainable control policy for $S = \{b\}$ w.r.t. $E = \{h\}$ exists for any $k \geq 0$. Indeed, the agent can always end up in the dead-end $g$. If, however, in addition $\Phi(g, a') = \{f, h\}$ and $a' \in \text{poss}(g)$, a 3-maintainable control policy $K$ is $K(s) = a$ for $s \in \{b, c, d, f\}$ and $K(g) = a'$.

**Example 4** Buffer Example (cont’d)

Earlier we showed that in $A_b, S = \{(0, 0)\}$ is not stabilizable w.r.t. $E = \{(0, 0), (0, 1), (0, 2), (0, 3)\}$. Thus, we might ask whether $S$ is at least maintainable w.r.t. $E$? The answer is positive: For the worst case system state, $(3, 3)$, a control can move the system to $(3, 0)$ (by three transitions executing Proc) without interfering occurrences of exogenous actions. If there then are three further transitions without interference, the control can apply $M_{12}$ three times and effect the state $(0, 3)$. This implies that $S$ is 6-maintainable w.r.t. $E$. We can, with a similar argument show that $A$ is 9-maintainable w.r.t. $\{(0, 0)\}$. A similar argument can be made with respect to the control $K_b$ of Example 1.

$^2$Note that here only $K(s)$ for $s \in \text{Closure}(S, A_{K, exo})$ is of relevance. For all other $s$, $K(s)$ can be arbitrary or undefined.
As the above example points out, it is possible that $S$ is maintainable but not stabilizable with respect to $E$. The converse is also possible. In other words, in certain cases we may have a system where a given $S$ is stabilizable with respect to a set $E$, but yet is not maintainable. This happens when every path between a state in $S$ and a state in $E$ involves at least one exogenous action. In that case the agent, who does not have control over the exogenous actions, can not on its own make the transition from a state in $S$ to a state in $E$. However, often for each exogenous action there are equivalent (in terms of effects) agent actions. In that case, any stabilizable system is also maintainable.

We note the following monotonicity property of $k$-maintainability, which is an easy consequence of the definition:

\textbf{Proposition 3} Suppose that for a system $A = (S, A, \Phi, \text{poss})$, a set of agents action $A_{agent} \subseteq A$, and a specification of exogenous action occurrence $exo$, the control function $K$ $k$-maintains $S \subseteq S$ w.r.t. $E \subseteq S$. Then, $K$ also $k$-maintains any set $S' \subseteq \text{Closure}(S, A_{K,exo})$ with respect to any set $E' \subseteq \text{Closure}(S, A_{K,exo})$ such that $E \subseteq E'$.

\textbf{4.1 An alternative characterization of $k$-maintainability}

The characterization of stability and stabilizability in Section 2 is based on imposing conditions on trajectories obtained from the transition graph of a system. Such a characterization has the advantage that it is amenable to developing temporal operators that can express more general conditions.

In contrast, the definition of maintainability in Definition 12 is not based on trajectories. Nonetheless, one can give an alternative characterization based on trajectories, which we do next. To bridge from finite trajectories (which are relevant with respect to maintainability), to infinite ones as in Definition 2, we consider for each system $A = (S, A, \Phi, \text{poss})$ an extension, $A^\infty$, which results by adding a fresh environmental action $a_{\text{nop}}$ such that in $A^\infty$, for each state $s$ we have $\Phi(s, a_{\text{nop}}) = \{s\}$ and $a_{\text{nop}} \in \text{poss}(s)$ if $\text{poss}(s) = \emptyset$ in $A$. Informally, $A^\infty$ adds infinite loops to halting states of $A$.

\textbf{Proposition 4} Given a system $A = (S, A, \Phi, \text{poss})$, a set of agents action $A_{agent} \subseteq A$, a specification of exogenous action occurrence $exo$, and a set of states $E$, a set of states $S$ is $k$-maintainable with respect to $E$, $k \geq 0$, if and only if there exists a control $K$ for $A$ w.r.t. $A_{agent}$ such that for each state $s$ in $S$ and every trajectory of form $\tau = s_0, a_1, s_1, a_2, \ldots, a_j, s_j, a_{j+1}, \ldots$ consistent with $A_{K,exo}^\infty$ and $s_0 = s$, it holds that $\{a_{i+1}, \ldots, a_{i+k}\} \subseteq A_{agent}$ or $a_{i+k} = a_{\text{nop}}$ for some $i \geq 0$ implies that $\{s_i, \ldots, s_{i+k}\} \cap E \neq \emptyset$.

\textbf{Proof}. For the only if direction, suppose that $S$ is $k$-maintainable w.r.t. $E$, witnessed by the control function $K$. Let $s \in S$ and $\tau = s_0, a_1, s_1, a_2, \ldots, a_j, s_j, a_{j+1}, \ldots$ be consistent with $A_{K,exo}^\infty$ such that $s_0 = s$ and $\{a_{i+1}, \ldots, a_{i+k}\} \subseteq A_{agent}$ or $a_{i+k} = a_{\text{nop}}$, for some $i \geq 0$. Then, we have $s_i \in \text{Closure}(S, A_{K,exo}^\infty)$. If $k = 0$, then since $K$ is a witnessing control, we have $s_i \in E$, and thus $\{s_i, s_{i+1}, \ldots, s_{i+k}\} \cap E \neq \emptyset$ holds. Consider thus $k > 0$. If $a_{i+k} \in A_{agent}$ (which implies $\{a_{i+1}, \ldots, a_{i+k}\} \subseteq A_{agent}$), then the sequence $s_i, s_{i+1}, \ldots, s_{i+k}$ belongs to $\text{Unfold}_k(s_i, A, K)$. Since $K$ is a witnessing control function, we again have $\{s_i, s_{i+1}, \ldots, s_{i+k}\} \cap E \neq \emptyset$. Otherwise, if $a_{i+k} = a_{\text{nop}}$, let $l \geq 1$ be the least index such that $a_l = a_{\text{nop}}$. By definition of $A_{K,exo}^\infty$, we have that $K(s_{l-1})$ is undefined. Hence, the sequence $\sigma = s_{l-1}$ belongs to $\text{Unfold}_k(s_{l-1}, A, K)$. Since $K$ is a
control, it follows that \( s_{l-1} \in E \). Since \( s_j = s_{l-1} \) for each \( j \geq l \), and in particular \( s_{i+k} = s_{l-1} \), it follows again that \( \{ s_i, s_{i+1}, \ldots, s_{i+k} \} \cap E \neq \emptyset \). This proves the only if direction.

Conversely, suppose \( K \) is a control for \( A \) w.r.t. \( A_{\text{agent}} \) such that for each \( s \in S \) and trajectory \( \tau = s_0, a_1, s_1, a_2, \ldots, a_j, s_j, a_{j+1}, \ldots \) consistent with \( A_{\text{exo}}^\infty \) and \( s_0 = s \), it holds that \( \{ a_{i+1}, \ldots, a_{i+k} \} \subseteq A_{\text{agent}} \) or \( a_{i+k} = a_{\text{nop}} \) for some \( i \geq 0 \) implies that \( \{ s_i, s_{i+1}, \ldots, s_{i+k} \} \cap E \neq \emptyset \). We claim that \( K \) witnesses \( k \)-maintainability of \( S \) w.r.t. \( E \). Towards a contradiction, suppose the contrary. Hence, it follows from the definition of \( A_{\text{exo}}^\infty \) that there is some state \( s \in S \) and trajectory \( \tau = s_0, a_1, s_1, a_2, \ldots, a_j, s_j, a_{j+1}, \ldots \) consistent with \( A_{\text{exo}}^\infty \) and \( s_0 = s \), such that for some \( j \geq 0 \) we have \( s_j \in \text{Closure}(s, A_{\text{exo}}^\infty) \) and \( s_j, s_{j+1}, \ldots, s_{j+l} \) is in \( \text{Unfold}_k(s_j, A, K) \), where \( l \leq k \), but \( E \cap \{ s_j, \ldots, s_{j+l} \} = \emptyset \).

By definition of \( \text{Unfold}_k(s_j, A, K) \), we have that \( \{ a_{j+1}, \ldots, a_{j+l-1} \} \subseteq A_{\text{agent}} \) and that \( a_{j+l} = a_{\text{nop}} \). By hypothesis, \( E \cap \{ s_j, \ldots, s_{j+l} \} \neq \emptyset \) holds. Thus, we conclude that \( E \cap \{ s_j, \ldots, s_{j+l} \} \neq \emptyset \) must hold, and hence \( l < k \). However, by definition of \( \Phi(s, a_{\text{nop}}) \) we have \( s_{j+l} = s_{j+l+1} = \cdots = s_{j+k} \). This implies that \( E \cap \{ s_j, \ldots, s_{j+l} \} = \emptyset \), which is a contradiction. This proves that \( K \) witnesses \( k \)-maintainability of \( S \) w.r.t. \( E \).

While this result shows that we could equally well have developed our notion of \( k \)-maintainability on the basis of trajectories, in the rest of this paper we shall stick to the setting which uses closure and unfolding. We find the latter more intuitive, as well as more convenient for designing algorithms and for proofs. Furthermore, this setting requires no special handling of possible finite trajectories, which complicates matters as becomes apparent from Proposition 4.

## 5 Polynomial Time Methods to Construct \( k \)-Maintainable Controls

Now that we have defined the notion of \( k \)-maintainability, our next step is to show how some \( k \)-maintainable control can be constructed in an automated way. We start with some historical background. There has been extensive use of situation control rules [17] and reactive control in the literature. But there have been far fewer efforts [30] to define correctness of such control rules\(^3\), and to automatically construct correct control rules. In [31], it is suggested that in a control rule of the form: “if condition \( c \) is satisfied then do action \( a \)”, the action \( a \) is the action that leads to the goal from any state where the condition \( c \) is satisfied. In [5] a formal meaning of “leads to” is given as: for all states \( s \) that satisfy \( c \), \( a \) is the first action of a minimal cost plan from \( s \) to the goal. Using this definition, an algorithm is presented in [39] to construct \( k \)-maintainable controls. This algorithm is sound but not complete, in the sense that it generates correct controls only, but there is no guarantee that it will find always a control if one exists. The difficulty in developing a complete algorithm – also recognized in [29] in a slightly different context – can be explained as follows. Suppose one were to do forward search from a state in \( S \). Now suppose there are multiple actions from this state that ‘lead’ to \( E \). Deciding on which of the actions or which subsets one needs to chose is a nondeterministic choice necessitating backtracking if one were to discover that a particular choice leads to a state (due to exogenous actions) from where \( E \) can not be reached. Same happens in backward search too. In this paper we overcome the problems one faces in following the straightforward approaches and give a sound and complete algorithm for constructing \( k \)-maintainable control policies.

We provide it in two sets: First we consider the case when the transition function \( \Phi \) is deterministic, and

\(^3\)Here we exclude the works related to MDPs as it is not known how to express the kind of goal we are interested in – such as \( k \) maintenance goals – using reward functions.
then we generalize to the case where \( \Phi \) may be non-deterministic. In each case, we present different methods, which illustrates our discovery process and also gives a better grasp of the final algorithm. We first present an encoding of our problem as a propositional theory and appeal to propositional SAT solvers to construct the control. As it turns out, this encoding is in a tractable fragment of SAT, for which specialized solvers (in particular, Horn SAT solvers) can be used easily. Finally, we present a direct algorithm distilled from the previous methods.

The reasoning behind this line of presentation is the following:

(i) It illustrates the methodology of using SAT and Horn SAT encodings to solve problems;

(ii) the encodings allow us to quickly implement and test algorithms;

(iii) the proof of correctness mimics the encodings; and

(iv) we can exploit known complexity results for Horn SAT to determine the complexity of our algorithm, and in particular to establish tractability.

As for (ii), we can make use of Answer Set Solvers such as DLV [20, 33] or Smodels [40, 50] which extend Horn logic programs by nonmonotonic negation. These solvers allow efficient computation of the least model and some maximal models of a Horn theory, and can be exploited to construct robust or “small” controls, respectively.

The problem we want to solve, which we refer to as \( k\)-MAINTAIN, has the following input and output:

**Input:** An input \( I \) is a system \( A = (S, A, \Phi, \text{poss}) \), sets of states \( E \subseteq S \) and \( S \subseteq S \), a set \( A_{\text{agent}} \subseteq A \), a function \( \text{exo} \), and an integer \( k \geq 0 \).

**Output:** A control \( K \) such that \( S \) is \( k \)-maintainable with respect to \( E \) (using the control \( K \)), if such a control exists. Otherwise the output is the answer that no such control exists.

We assume here that the functions \( \text{poss}(s) \) and \( \text{exo}(s) \) can be efficiently evaluated; e.g., when both functions are given by their graphs (i.e., in a table).

### 5.1 Deterministic transition function \( \Phi(s,a) \)

We start with the case of deterministic transitions, i.e., \( \Phi(s,a) \) is a singleton set \( \{s'\} \) whenever nonempty. In abuse of notation, we simply will write \( \Phi(s,a) = s' \) in this case.

Our first algorithm to solve \( k\)-MAINTAIN will be based on a reduction to propositional SAT solving. Given an input \( I \) for \( k\)-MAINTAIN, we construct a SAT instance \( sat(I) \) in polynomial time such that \( sat(I) \) is satisfiable if and only if the input \( I \) allows for a \( k \)-maintainable control, and that the satisfying assignments for \( sat(I) \) encode possible such controls.

In our encoding, we shall use for each state \( s \in S \) propositional variables \( s_0, s_1, \ldots, s_k \). Intuitively, \( s_i \) will denote that there is a path from state \( s \) to some state in \( E \) using only agent actions and at most \( i \) of them, to which we refer as “there is an a-path from \( s \) to \( E \) of length at most \( i \).”

The encoding \( sat(I) \) contains the following formulas:

(0) For all \( s \in S \), and for all \( j, 0 \leq j < k \):

\[
s_j \Rightarrow s_{j+1}
\]
(1) For all $s \in E \cap S$:
$$s_0$$

(2) For any two states $s, s' \in S$ such that $\Phi(a, s) = s'$ for some action $a \in \text{exo}(s)$:
$$s_k \Rightarrow s_k'$$

(3) For any state $s \in S \setminus E$ and all $i, 1 \leq i \leq k$:
$$s_i \Rightarrow \bigvee_{s' \in PS(s)} s'_{i-1}, \quad \text{where}$$
$$PS(s) = \{s' \in S \mid \exists a \in A_{\text{agent}} \cap \text{poss}(s) : s' = \Phi(a, s)\};$$

(4) For all $s \in S \setminus E$:
$$s_k$$

(5) For all $s \in S \setminus E$:
$$\neg s_0$$

The intuition behind the above encoding is as follows. The clauses in (0) state that if there is an a-path from $s$ to $E$ of length at most $j$ then, logically, there is also an a-path of length at most $j+1$. Next, the clauses in (1) say that for states $s$ in $S \cap E$, there is an a-path of length 0 from $s$ to $E$. Next, (4) states that for any starting state $s$ in $S$ outside $E$, there is an a-path from $s$ to $E$ of length at most $k$, and (5) states that for any state $s$ outside $E$, there is no a-path from $s$ to $E$ of length 0. The clauses in (3) state that if, for any state $s$, there is an a-path from $s$ to $E$ of length at most $i$, then for some possible agent action $a$ and successor state $s' = \Phi(a, s)$, there is an a-path from $s'$ to $E$ of length at most $i-1$. When looking for $k$-maintainable controls the clauses in (2) take into account the possibility that $s$ may be in the closure. If indeed $s$ is in the closure and there is an a-path from $s$ to $E$ of length at most $k$, then the same must be true with respect to the states $s'$ reachable from $s$ using exogenous actions. When looking for super-control they play a role in computing maximal super-controls. The role of each of the above clauses become more clear when relating the models of $\text{sat}(I)$ with controls that $k$-maintain.

Given any model $M$ of $\text{sat}(I)$, we can extract a desired control $K$ from it by defining $K(s) = a$ for all $s$ outside $E$ with $s_k$ true in $M$, where $a$ is a possible agent action in $s$ such that $s' = \Phi(s, a)$ and $s'$ is closer to $E$ than $s$ is. In case of multiple possible $a$ and $s'$, one $a$ can be arbitrarily picked. Otherwise, $K(s)$ is left undefined.

In particular, for $k = 0$, only the clauses from (1), (2), (4) and (5) do exist. As easily seen, $\text{sat}(I)$ is satisfiable in this case if and only if $S \subseteq E$ and no exogenous action leads outside $E$, i.e., the closure of $S$ under exogenous actions is contained in $E$. This means that no actions of the agent are required at any point in time, and we thus obtain the trivial 0-control $K$ which is undefined on all states, as desired.

The next result states that the SAT encoding works properly in general.

**Proposition 5** Let $I$ consist of a system $A = (S, A, \Phi, \text{poss})$ where $\Phi$ is deterministic, a set $A_{\text{agent}} \subseteq A$, sets of states $E \subseteq S$ and $S \subseteq S$, an exogenous function $\text{exo}$, and an integer $k$. For any model $M$ of $\text{sat}(I)$, let $C_M = \{s \in S \mid M \models s_k\}$, and for any state $s \in C_M$ let $\ell_M(s)$ denote the smallest index $j$ such that $M \models s_j$ (i.e., $s_0, s_1, \ldots, s_{j-1}$ are false and $s_j$ is true), which we call the level of $s$ w.r.t. $M$.

Then,

(i) $S$ is $k$-maintainable w.r.t. $E$ iff $\text{sat}(I)$ is satisfiable.
(ii) Given any model \( M \) of \( \text{sat}(I) \), the partial function \( K_M^+ : S \rightarrow 2^{A_{\text{agent}}} \) defined on \( C_M \setminus E \) such that

\[
K_M^+(s) = \{ a \in A_{\text{agent}} \cap \text{poss}(s) \mid \Phi(s, a) = s' \},
\]

\[
s' \in C_M, \ell_M(s') < \ell_M(s),
\]

is a valid super-control for \( A \) w.r.t. \( A_{\text{agent}} \).

(iii) any control \( K \) which refines \( K_M^+ \) for some model \( M \) of \( \text{sat}(I) \) \( k \)-maintains \( S \) w.r.t. \( E \).

\( \square \)

Proof. Since the if direction of (i) follows from (ii) and (iii), it is sufficient to show the only if direction of (i), and then (ii) and (iii).

As for the only if direction of (i), suppose \( S \) is \( k \)-maintainable w.r.t. \( E \). Then there exists a control \( K \) such that for each state \( s \in \text{Closure}(S, A_{\text{exo}}) \), and for each sequence \( \sigma = s^{(0)}, s^{(1)}, \ldots, s^{(l)} \) where \( s^{(0)} = s \in \text{Unfold}_k(s, A, K) \), \( \{s^{(0)}, \ldots, s^{(l)}\} \cap E \neq \emptyset \). We now construct an interpretation \( M \) for \( \text{sat}(I) \) as follows. Since \( \Phi \) is deterministic, for each \( s \in \text{Closure}(S, A_{\text{exo}}) \) there is a unique sequence \( s^{(0)} = s \), \( s^{(1)} \), \ldots, \( s^{(l)} \) in \( \text{Unfold}_k(s, A, K) \). Let \( i (\geq 0) \) be the smallest index such that \( s^{(i)} \in E \). We assign \( \text{false} \) to \( s_0, s_1, \ldots, s_{i-1} \) and assign \( \text{true} \) to \( s_i, s_{i+1}, \ldots, s_k \). All other propositions are assigned \( \text{false} \). We now argue that \( M \) is a model of \( \text{sat}(I) \).

It is straightforward to see that \( M \) satisfies the formulas generated by (0), (1), (4) and (5). Now consider the formulas generated in (2). If \( s_k \) is true, then \( s \in \text{Closure}(S, A_{\text{exo}}) \) by construction. In this case, in order to \( k \)-maintain \( S \) w.r.t. \( E \), for any \( s' = \Phi(a, s) \) of an exogenous action \( a \), one of the states in \( \text{Unfold}_k(s', A, K) \) must be in \( E \). Hence, \( s_k \) has been assigned true in \( M \). Now let us consider the formulas generated in (3). If \( s_i \) is true for some \( i \leq k \), then there must be an \( a \)-path from \( s \) to \( E \) of length at most \( i \), emerging from possible agent actions only (via control \( K \)). Let \( s' \) be the next state in this path. Obviously, there must be an \( a \)-path from \( s' \) to \( E \) of length at most \( i-1 \) (via \( K \)). Hence, \( s'_{i-1} \) must be true in \( M \). Thus, \( M \) is a model of \( \text{sat}(I) \), which means that \( \text{sat}(I) \) is satisfiable.

To show (ii), let us assume that \( \text{sat}(I) \) has a model \( M \) and consider the partial function \( K_M^+ : S \rightarrow 2^{A_{\text{agent}}} \) which is defined on \( C_M \setminus E \) by \( K_M^+(s) = \{ a \in A_{\text{agent}} \cap \text{poss}(s) \mid \Phi(s, a) = s' \}, s' \in C_M \) and \( \ell_M(s') < \ell_M(s) \}; \) and for any other \( s \), \( K_M^+(s) \) is undefined. For \( K_M^+ \) to be a valid super-control it must satisfy the following conditions: (a) \( K_M^+(s) \subseteq \text{poss}(s) \), and (b) \( K_M^+(s) \neq \emptyset \) whenever \( K_M^+(s) \) is defined. Condition (a) is true by virtue of the construction of \( K_M^+ \). Condition (b) is true because \( K_M^+(s) \) is defined when \( s \in C_M \setminus E \) which means \( M \models s_k \) for some \( k > 0 \), which in turn means that \( \ell_M(s) > 0 \), thus making \( K_M^+(s) \neq \emptyset \).

Now to show (iii), let \( K \) be any control which refines \( K_M^+ \) for some model \( M \) of \( \text{sat}(I) \). Let the distance \( d_K(s, S) \) of a state \( s \) from the set of states \( S \) be the minimum number of transitions – through exogenous actions and/or control actions dictated by the control \( K \) – needed to reach \( s \) from any state in \( S \).

We will show, by using induction on \( d(s, S) \geq 0 \), that for every state \( s \in \text{Closure}(S, A_{\text{exo}}) \) and every sequence \( \sigma = s^{(0)}, s^{(1)}, \ldots, s^{(l)} \) with \( s = s^{(0)} \) in \( \text{Unfold}_k(s, A, K) \), the set \( \{s^{(0)}, \ldots, s^{(l)}\} \) intersects with \( E \) and that \( M \models s_k \) (i.e., \( s \in C_M \)). This proves the claim.

The base case, \( d(s, S) = 0 \), is about states \( s \in S \). From the formulas in (0), (1), and (4) we have \( M \models s_k \) for every such state \( s \). Then from the construction of \( K_M^+ \) above and the formulas in (3), it follows that for any such state \( s \) and for every sequence \( \sigma = s^{(0)}, s^{(1)}, \ldots, s^{(l)} \) with \( s = s^{(0)} \) in \( \text{Unfold}_k(s, A, K) \), the set \( \{s^{(0)}, \ldots, s^{(l)}\} \) intersects with \( E \). Indeed, by taking the action \( K(s^{(l)}) \) (in \( K_M^+(s^{(l)}) \)) in \( s^{(l)} \), a state \( s^{(l+1)} = \Phi(s, K(s^{(l+1)})) \) is reached, such that \( \ell_M(s^{(l+1)}) < \ell_M(s^{(l)}) \). If \( l = k \), then clearly \( \ell_M(s^{(l)}) = 0 \); otherwise, if \( l < k \), then \( K(s^{(l)}) \) must be undefined, which again implies \( \ell_M(s^{(l)}) = 0 \). Thus, \( s^{(l)} \in E \), which means that \( \{s^{(0)}, \ldots, s^{(l)}\} \cap E \neq \emptyset \).
Thus the statement holds in the base case. Now for the induction step, let us assume that it holds for every state $s \in \text{Closure}(S, A_K, \text{exo})$ at distance $d \geq 0$ from $S$. Let us now consider a state $s \in \text{Closure}(S, A_K, \text{exo})$ at distance $d+1$ from $S$. Then there is a state $s'$ at distance $d$ from $S$ such that $s = \Phi(a, s')$ and either (i) $a \in \text{exo}(s')$ or (ii) $a = K(s')$. In both cases, we have by the induction hypothesis that $M \models s'_k$, and using (2), (3), and (1) we can conclude $M \models s_k$; Furthermore, by construction of $K$ and the formulas in (3), we have by similar arguments as above that for each sequence $\sigma = s^{(0)}, s^{(1)}, \ldots, s^{(l)}$ with $s = s^{(0)}$ in $\text{Unfold}_k(s, A, K)$, \{s^{(0)}, \ldots, s^{(l)}\} \cap E \neq \emptyset.

This proves our claim. Now each control $K$ as in (ii) is a refinement of $K^+_{M}$. This completes the proof. \hfill $\square$

### 5.1.1 Horn SAT encoding

While $\text{sat}(I)$ is constructible in polynomial time from $I$, we can not automatically infer that solving $k$-\textsc{Maintain} is polynomial, since SAT is a canonical NP-hard problem. However, a closer look at the structure of the clauses in $\text{sat}(I)$ reveals that this instance is solvable in polynomial time. Indeed, it is a reverse Horn theory; i.e., by reversing the propositions, we obtain a Horn theory. Let us use propositions $\overline{s}_i$ whose intuitive meaning is converse of the meaning of $s_i$. Then the Horn theory corresponding to $\text{sat}(I)$, denoted $\overline{\text{sat}}(I)$, is as follows:

(0) For all $s \in S$ and $j, 0 \leq j < k$:
\[ \overline{s}_{j+1} \Rightarrow \overline{s}_j. \]

(1) For all $s \in E \cap S$:
\[ \overline{s}_0 \Rightarrow \bot. \]

(2) For any states $s, s' \in S$ such that $s' = \Phi(a, s)$ for some action $a \in \text{exo}(s)$:
\[ \overline{s}_k' \Rightarrow \overline{s}_k. \]

(3) For any state in $S \setminus E$, and for all $i, 1 \leq i \leq k$:
\[ \left( \bigwedge_{a' \in PS(s)} \overline{s'}_{i-1} \right) \Rightarrow \overline{s}_i, \quad \text{where} \]
\[ PS(s) = \{ s' \in S \mid \exists a \in A_{\text{agent} \cap \text{poss}}(s) : s' = \Phi(a, s) \}. \]

(4) For all $s \in S \setminus E$:
\[ \overline{s}_k \Rightarrow \bot. \]

(5) For all $s \in S \setminus E$:
\[ \overline{s}_0. \]

Here, $\bot$ denotes falsity. We then obtain a result similar to Proposition 5, and the models $M$ of $\overline{\text{sat}}(I)$ lead to $k$-maintainable controls, which we can construct similarly; just replace in part (ii) $C_M$ with $\overline{C_M} = \{ s \in S \mid M \not\models \overline{s}_k \}$. Notice that $\overline{C_M}$ coincides with the set of states $\overline{C_M}$ for the model $\overline{M}$ of $\text{sat}(I)$ such that $\overline{M} \models p$ iff $M \not\models \overline{p}$, for each atom $p$.

We now illustrate the above Horn encoding with respect to an example.

**Example 5** Consider the system $A = (S, A, \Phi, \text{poss})$, where $S = \{b, c, d, f, g, h\}$, $A = \{a, a', e\}$, and the (deterministic) transition function $\Phi$ was shown in Figure 1, where $\Phi(s, a) = s'$ iff an arc $s \rightarrow s'$ labeled with $a$ is present and $\text{poss}(s)$ are all actions that label arcs leaving $s$. 

---
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For $\mathcal{A} = \{ \mathbf{a}, \mathbf{a}' \}$ and $\text{exo}(s) = \{ \mathbf{e} \}$ iff $s = f$ and $\text{exo}(s) = \emptyset$ otherwise, this leads for $S = \{b\}$, $E = \{h\}$, and $k = 3$ to the following Horn encoding $\text{sat}(I)$:

(From 0)

$$
\begin{align*}
\overline{b_1} & \Rightarrow \overline{b_0}, & \overline{b_2} & \Rightarrow \overline{b_1}, & \overline{b_3} & \Rightarrow \overline{b_2}, & \overline{c_1} & \Rightarrow \overline{c_0}, & \overline{c_2} & \Rightarrow \overline{c_1}, & \overline{c_3} & \Rightarrow \overline{c_2}.
\end{align*}
$$

(From 1)

$$
\overline{g_3} \Rightarrow \overline{f_3}.
$$

(From 2)

$$
\begin{align*}
\overline{c_0} \wedge \overline{f_0} & \Rightarrow \overline{b_1}, & \overline{c_1} \wedge \overline{f_1} & \Rightarrow \overline{b_2}, & \overline{c_2} \wedge \overline{f_2} & \Rightarrow \overline{b_3}.
\end{align*}
$$

(From 3)

$$
\begin{align*}
\overline{d_0} & \Rightarrow \overline{c_1}, & \overline{d_1} & \Rightarrow \overline{c_2}, & \overline{d_2} & \Rightarrow \overline{c_3}. \\
\overline{h_0} & \Rightarrow \overline{d_1}, & \overline{h_1} & \Rightarrow \overline{d_2}, & \overline{h_2} & \Rightarrow \overline{d_3}.
\end{align*}
$$

(From 4)

$$
\overline{b_3} \Rightarrow \bot.
$$

(From 5)

$$
\begin{align*}
\overline{b_0}, & \overline{c_0}, \overline{d_0}, \overline{f_0}, \overline{g_0}.
\end{align*}
$$

This theory has the least model

$$
M = \{ g_3, g_2, g_1, g_0, f_3, f_2, f_1, f_0, b_2, b_1, b_0, c_1, c_0, d_0 \};
$$

hence, $\overline{C}_M = \{ b, c, d, h \}$, which gives rise to the super-control $K^+$ such that $K^+(s) = \{ \mathbf{a} \}$ for $s \in \{ b, c, d \}$ and $K^+(s)$ is undefined for $s \in \{ f, g, h \}$. In this case, there is a single control $K$ refining $K^+$, which has $K(s) = \mathbf{a}$ for $s \in \{ b, c, d \}$ and is undefined otherwise. This is intuitive: The agent must reach $h$, and has to avoid taking $\mathbf{a}'$ in $b$ since then it might arrive at the no-good state $g$. Thus, she has to take $\mathbf{a}$ in $b$ and, as the only choice, in the subsequent states $c$ and $d$. Also, we might not add any state apart from $b$, $c$, and $d$ without losing 3-maintainability. In this particular case, $M$ is also maximal on the propositions $s_3$, where $s \in S \setminus E = \{ b, c, d, f, g \}$: By (4), we can not add $\overline{b_3}$, and by (0) and the clauses $\overline{c_2} \wedge \overline{f_2} \Rightarrow \overline{b_3}$ and $\overline{d_1} \Rightarrow \overline{c_2}$ in (3) then also neither $\overline{c_2}$ nor $\overline{d_3}$. Thus, the above control $K$ is also smallest and, in fact, the only one possible for 3-maintainability.

As computing a model of a Horn theory is a well-known polynomial problem [16], we thus obtain the following result.

**Theorem 6** Under deterministic state transitions, problem $k$-MAINTAIN is solvable in polynomial time.

\[\square\]
An interesting aspect of the above is that, as well-known, each satisfiable Horn theory \( T \) has the least model, \( M_T \), which is given by the intersection of all its models. Moreover, the least model is computable in linear time, cf. [16, 37]. This model not only leads to a \( k \)-maintainable control, but also leads to a maximal control, in the sense that the control is defined on a greatest set of states outside \( E \) among all possible \( k \)-maintainable controls for \( S' \) w.r.t. \( E \) such that \( S \subseteq S' \). This gives a clear picture of which other states may be added to \( S \) while \( k \)-maintainability is preserved; namely, any states in \( C_{M_T} \). Furthermore, any control \( K \) computed from \( M_T \) applying the method in Proposition 5 (using \( C_{M_T} \)) works for such an extension of \( S \) as well.

On the other hand, intuitively a \( k \)-maintainable control constructed from some maximal model of \( \text{sat}(I) \) with respect to the propositions \( \overline{\pi}_K \) is undefined to a largest extent, and works merely for a smallest extension. We may generate, starting from \( M_T \), such a maximal model of \( T \) by trying first, step by step all propositions \( \overline{\pi}_K \) which are \textit{false} to \textit{true}, as well as other propositions entailed. In this way, we can generate a maximal model of \( T \) on \( \{ \overline{\pi}_K \mid s \in S \setminus E \} \) in polynomial time, from which a “lean” control can also be computed in polynomial time.

5.2 Non-deterministic transition function \( \Phi(s, a) \)

We now generalize our method for constructing \( k \)-maintainable controls to the case in which transitions due to \( \Phi \) may be non-deterministic. As before, we first present a general propositional SAT encoding, and then rewrite to a propositional Horn SAT encoding. To explain some of the notations, we need the following definition, which generalizes the notion of an a-path to the non-deterministic setting.

**Definition 13** (a-path) We say that there exists an a-path of length at most \( k \geq 0 \) from a state \( s \) to a set of states \( S' \), if either \( s \in S' \) or \( s \notin S' \), \( k > 0 \) and there is some action \( a \in A_{\text{agent}} \cap \text{poss}(s) \) such that for every \( s' \in \Phi(s, a) \) there exists an a-path of length at most \( k - 1 \) from \( s' \) to \( S' \).

In the following encoding of an instance \( I \) of problem \( k\text{-MAINTAIN} \) to SAT, referred to as \( \text{sat}'(I) \), \( s_i \), \( i > 0 \), will again intuitively denote that there is an a-path from \( s \) to \( E \) of length at most \( i \). The proposition \( s_{\alpha_i} \), \( i > 0 \), will denote that for such \( s \) there is an a-path from \( s \) to \( E \) of length at most \( i \) starting with action \( a \) (\( \in \text{poss}(s) \)). The encoding \( \text{sat}'(I) \) has again groups (0)–(5) of clauses as follows:

1. (0), (1), (4) and (5) are the same as in \( \text{sat}(I) \).
2. For any state \( s \in S \) and \( s' \) such that \( s' \in \Phi(a, s) \) for some action \( a \in \text{exo}(s) \):

   \[ s_k \Rightarrow s'_k \]

3. For every state \( s \in S \setminus E \) and for all \( i, 1 \leq i \leq k \):

   (3.1) \( s_i \Rightarrow \bigvee_{a \in A_{\text{agent}} \cap \text{poss}(s)} s_{\alpha_i} \);  
   (3.2) for every \( a \in A_{\text{agent}} \cap \text{poss}(s) \) and \( s' \in \Phi(s, a) \):

   \[ s_{\alpha_i} \Rightarrow s'_{i - 1} ; \]
   (3.3) for every \( a \in A_{\text{agent}} \cap \text{poss}(s) \), if \( i < k \):

   \[ s_{\alpha_i} \Rightarrow s_{\alpha_i+1} . \]

Group (2) above is very similar to group (2) of \( \text{sat}(I) \) in the previous subsection. The only change is that we now have \( s' \in \Phi(a, s) \) instead of \( s' = \Phi(a, s) \). The main difference is in group (3). We now
explain those clauses. The clauses in (3.1) and (3.2) together state that if there is an a-path from $s$ to $E$ of length at most $i$, then there is some possible action $a$ for the agent, such that for each state $s'$ that potentially results by taking $a$ in $s$, there must be an a-path from $s'$ to $E$ of length at most $i-1$. The clauses $s, a_i \Rightarrow s, a_{i+1}$ in (3.3) say that on a longer a-path from $s$ the agent must be able to pick $a$ also. Notice that there are no formulas in $sat'(I)$ which forbid to pick different actions $a$ and $a'$ in the same state $s$, and thus we have a super-control; however, we can always refine it easily to a control.

**Proposition 7** Let $I$ consist of a system $A = (S, A, \Phi, poss)$, a set $A_{agent} \subseteq A$, sets of states $E, S \subseteq S$, an exogenous function $exo$, and an integer $k$. For any model $M$ of $sat'(I)$, let $C_M = \{s \in S \mid M \models s_i\}$, and for any state $s \in C_M \setminus E$ let $\ell_M(s)$ denote the smallest index $j$ such that $M \models s, a_j$ for some action $a \in A_{agent} \cap poss(s)$, which we call the $a$-level of $s$ w.r.t. $M$. Then,

(i) $S$ is $k$-maintainable w.r.t. $E$ iff $sat'(I)$ is satisfiable;

(ii) given any model $M$ of $sat'(I)$, the partial function $K_M^+ : S \rightarrow 2^{A_{agent}}$ which is defined on $C_M \setminus E$ by

$$K_M^+(s) = \{a \mid M \models s, a_{\ell_M(s)}\}$$

is a valid super-control; and

(iii) any control $K$ which refines $K_M^+$ for some model $M$ of $sat'(I)$ $k$-maintains $S$ w.r.t. $E$.

**Proof.** The proof follows the line of argumentation in the proof of Proposition 5. It is sufficient to show the only if direction of (i) and both (ii) and (iii).

As for the only if direction of (i), suppose $S$ is $k$-maintainable w.r.t. $E$. Then there exists a control $K$ such that for each state $s \in \text{Closure}(S, A_{K,exo})$, and for each sequence $s = s(0), s(1), \ldots, s(l) = s(0) = s, \{s(0), \ldots, s(l)\} \cap E \neq \emptyset$. We now construct an interpretation $M$ for $sat'(I)$ as follows.

For each $s \in \text{Closure}(S, A_{K,exo})$, let in each sequence $s = s(0), s(1), \ldots, s(l)$ in $\text{Unfold}_k(s, A, K)$ with $s = s(0)$, the number $i_s (\geq 0)$ be the smallest index $i$ such that $s(i) \in E$, and let $i^*$ be the maximum over all $i_s$ for $s$. Intuitively, $i^*$ is the length of the longest path in the tree with root $s$ where each node $n$ not in $E$ is sprouted by taking the control action $K(n)$ and adding each state in $\Phi(n, K(n))$ as a child. Then, we assign $\text{true to } s_i^*, s_{i^*+1}, \ldots, s_k$, and if $i^* > 0$, to $s, a_i^*, s, a_{i^*+1}, \ldots, s, a_k$, where $K(s) = a$. All other propositions are assigned $false$ in $M$. We now argue that $M$ is a model of $sat(I)$.

It is straightforward to see that $M$ satisfies the formulas generated by (0), (1), (4) and (5). Now consider the formulas $s_k \Rightarrow s_k'$ generated in (2). If $s_k$ is true, then $s \in \text{Closure}(S, A_{K,exo})$ by construction. In this case, for any $s' \in \Phi(a, s)$ of an exogenous action $a$, we have $s' \in \text{Closure}(S, A_{K,exo})$, and since $K$ maintains $S$ w.r.t. $E$, $s_i'$ is true in $M$ for some $i \leq k$ which implies, by construction, that $s_k'$ is assigned true in $M$. Let us finally consider the formulas generated in (3). If $s_i$, where $s \in S \setminus E$, is assigned true in $M$ for some $i \in \{1 \leq i \leq k\}$, then $s \in \text{Closure}(S, A_{K,exo})$ holds by construction. Since $K$ is a $k$-maintaining control and $s \notin E$, we must have $K(s)$ defined and thus, by construction of $M$, we have $s, K(s)$ assigned true in $M$. Since $K(s) \in A_{agent} \cap poss(s)$, the clause (3.1) is thus satisfied. Furthermore, each clause in (3.2) is satisfied when $a \neq K(s)$, since then $s_a$ is assigned $false$ in $M$. For $a = K(s)$, proposition $s_a$, is true in $M$ and thus, by construction, also $s_i$. Since $K$ is $k$-maintaining control, every state $s' \in \Phi(s, a)$ belongs to $\text{Closure}(S, A, K_{exo})$. Let, for each sequence $s' = s(0), s(1), \ldots, s(l)$ in $\text{Unfold}_k(s, A, K)$ such that $s(0) = s'$, the sequence $P(\sigma) = s(0), s(1), \ldots, s(l)$ be the shortest prefix of $\sigma$ such that $s(l) \in E$ (notice that $i < k$). Then, the sequence $s, P(\sigma)$ is a prefix of
some sequence in $Unfold(s, A, K)$. Hence, it follows that in the construction of $M$, the number $i^*$ for $s$ is larger than the one for $s'$. Thus, by construction of $M$, it follows that $s'_{l-1}$ is assigned true in $M$. This means that the formulas in (3.2) are satisfied in $M$. Finally, the clauses (3.3) are clearly satisfied in $M$ by construction of $M$. Thus, $M$ is a model of $sat'(I)$, which means that $sat'(I)$ is satisfiable.

To show (ii), let us assume that $sat'(I)$ has a model $M$, and consider the partial function $K^+_M : S \rightarrow 2^{|A_{agent}}$ which is defined on $C_M \setminus E$ by $K^+_M(s) = \{ a \mid M \models s.a_{l_M(s)} \}$. We thus have to show that $K^+_M(s) \subseteq poss(s)$ and $K^+_M(s) \neq \emptyset$ when $K^+_M(s)$ is defined. By clause (3.1), and the definition of $C_M$, $\ell_M$, and $K^+_M$ this is immediate.

To show (iii), let $K$ be any control which refines $K^+_M$ for some model $M$ of $sat'(I)$. Let the distance $d_K(s, S)$ of a state $s$ from the set of states $S$ be as in the proof of Proposition 5, i.e., the minimum number of transitions — through exogenous actions and/or control actions dictated by the control $K$ — needed to reach $s$ from any state in $S$.

We will show, by using induction on $d(s, S) \geq 0$, that for every state $s \in Closure(S, A_{K,exo})$ and every sequence $\sigma = s(0), s(1), \ldots, s(l)$ with $s = s(0)$ in $Unfold_k(s, A, K)$, the set $\{s(0), \ldots, s(l)\}$ intersects with $E$ and that $M \models s_k$ (i.e., $s_k \in C_M$). This proves that $K$ maintains $S$, w.r.t. $E$.

The base case, $d(s, S) = 0$, is about states $s \in S$. From the formulas in (0), (1), and (4) we have $M \models s_k$ for every such state $s$. Consider any sequence $\sigma = s(0), s(1), \ldots, s(l)$ in $Unfold_k(s, A, K)$ such that $s = s(0)$. If $s \in E$, then we must have $l = 0$, and $\{s(0), \ldots, s(l)\} \cap E \neq \emptyset$. Otherwise, $M \models s_k$ where $a = K(s)$. We then have $s(l) \in \Phi(s, a)$, and thus by our construction of $K$ and the clauses in (3.2) we have that $M \models s(l)$. Repeating this argument, we can infer that $s_k$, $s_{k-1}$, $\ldots$, $s_{k-l}$ are all assigned true in $M$. If $k = l$, it follows from the clauses in (5) that $s(l) \in E$. Otherwise, if $l < k$, then $K$ must be undefined on $s(l)$; by the clauses (1), this again means $s(l) \in E$. Hence, $\{s(0), \ldots, s(l)\} \cap E \neq \emptyset$.

Thus the statement holds in the base case. Now for the induction step, let us assume that it holds for every state $s \in Closure(S, A_{K,exo})$ at distance $d(s, S) = d \geq 0$ from $S$. Let us now consider a state $s \in Closure(S, A_{K,exo})$ at distance $d(s', S) = d + 1$ from $S$. Then there is a state $s'$ at distance $d(s, S) = d$ from $S$ such that $s \in \Phi(a, s')$ and either (i) $a \in exo(s')$ or (ii) $a \in K(s')$. In both cases, we have by the induction hypothesis that $M \models s'_k$, and we can conclude $M \models s_k$ from the clauses in (2) in case (i) and from our construction of $M$ and the clauses in (3.2), (1), and (0) in case (ii), respectively. Furthermore, by similar argumentation as in the case $d = 0$ above, we obtain that for each sequence $\sigma = s(0), s(1), \ldots, s(l)$ in $Unfold_k(s, A, K)$ with $s = s(0)$ it holds that $\{s(0), \ldots, s(l)\} \cap E \neq \emptyset$. This concludes the induction and the proof of (iii).

One advantage of the encoding $sat'(I)$ over the encoding $sat(I)$ for deterministic transition function $\Phi$ above is that it directly gives us the possibility to read off a suitable control from the $s.a_k$ propositions, $a \in poss(s)$, which are true in any model $M$ that we have computed, without looking at the transition function $\Phi(s, a)$ again. On the other hand, the encoding is more involved, and uses a larger set of propositions. Nonetheless, the structure of the formulas in $sat'(I)$ is benign for computation and allows us to compute a model, and from it a $k$-maintainable control in polynomial time.

### 5.2.1 Horn SAT encoding (general case)

The encoding $sat'(I)$ is, like $sat(I)$, a reverse Horn theory. We thus can rewrite $sat'(I)$ similarly to a Horn theory, $sat(I)$ by reversing the propositions, where the intuitive meaning of $\pi_i$ and $\pi_{2i}$ is the converse of the meaning of $s_i$ and $s_{A_i}$ respectively. The encoding $\overline{sat}(I)$ is as follows:
(0), (1), (4) and (5) are as in $\overline{sat}(I)$

(2) For every states $s, s' \in S$ such that $s' \in \Phi(a, s)$ for some action $a \in exo(s)$: $\overline{s'_k} \Rightarrow \overline{s_k}$. 

(3) For every state $s \in S \setminus E$ and for all $i, 1 \leq i \leq k$:

\[
\begin{align*}
&(3.1) \quad \left( \bigwedge_{a \in A_{agent} \cap poss(s)} \overline{s_i a_i} \right) \Rightarrow \overline{s_i}; \\
&(3.2) \text{ for every } a \in A_{agent} \cap poss(s) \text{ and } s' \in \Phi(s, a): \overline{s_{i-1}'} \Rightarrow \overline{s_i a_i}; \\
&(3.3) \text{ for every } a \in A_{agent} \cap poss(s), \text{ if } i < k: \overline{s_i a_i + 1} \Rightarrow \overline{s_i a_i}.
\end{align*}
\]

We obtain from Proposition 7 easily the following result, which is the main result of this section so far.

**Theorem 8** Let $I$ consist of a system $A = (S, A, \Phi, poss)$, a set $A_{agent} \subseteq A$, sets of states $E, S \subseteq S$, an exogenous function $exo$, and an integer $k$. Let, for any model $M$ of $\overline{sat}(I)$, $C_M = \{ s \mid M \not\models \overline{s_k} \}$, and let $\overline{t}_M(s) = \min\{j \mid M \not\models \overline{s_j a_j}, a \in A_{agent} \cap poss(s)\}$ for every $s \in S$. Then,

(i) $S$ is $k$-maintainable w.r.t. $E$ iff the Horn SAT instance $\overline{sat'}(I)$ is satisfiable;

(ii) Given any model $M$ of $\overline{sat'}(I)$, every control $K$ such that $K(s)$ is defined iff $s \in C_M \setminus E$ and satisfies

$$K(s) \in \{ a \in A_{agent} \cap poss(s) \mid M \not\models \overline{s_j a_j}, j = \overline{t}_M(s) \},$$

$k$-maintains $S$ w.r.t. $E$. \hfill $\square$

**Corollary 9** Problem $k$-MAINTAIN is solvable in polynomial time. More precisely, it is solvable in time $O(k||I||)$, where $||I||$ denotes the size of input $I$. \hfill $\square$

**Proof.** A straightforward analysis yields that the size of $\overline{sat'}(I)$, measured by the number of atoms in it, is $O(k(|S| + |\Phi| + |poss|))$, if $A_{agent}, S, E, \Phi, poss$ and $exo$ are stored in a standard way as bitmaps, i.e., a (multi-dimensional) array with value range $\{0, 1\}$ (thus, $||I|| = O(|S|^2 |A| + \log k)$). Furthermore, the clauses in $\overline{sat'}(I)$ can be easily generated within the same time bound. Since the least model of any Horn theory $T$ is computable in time $O(|T|)$ where $|T|$ is the number of atoms in it [16, 37], deciding satisfiability and computing some model $M$ of $\overline{sat'}(I)$ is feasible in $O(k||I||)$ time. Furthermore, $C_M$ and $\{ (s, \overline{t}_M(s)) \mid s \in S \}$ are computable from $M$ in linear time in the number of atoms, using suitable data structures, and from this a control $K$ as in Theorem 8.(ii) in the same time. Hence, a $k$-maintaining control for $S$ w.r.t. $E$ is computable in $O(k||I||)$ time.

Note that a more economic representation stores $S, E, A_{agent}$ as sets (i.e., lists) and $\Phi, poss$, and $exo$ by their graphs in tables, i.e., sets of tuples $\{ \{ s, a, \Phi(s, a) \} \mid s \in S, a \in A \}, \{ \{ s, poss(s) \} \mid s \in S \}$, and $\{ \{ s, exo(s) \} \mid s \in S \}$. Also under this representation, and if moreover tuples where $\Phi(s, a) = \emptyset$ (resp., $poss(s) = \emptyset$ and $exo(s) = \emptyset$) are not stored (which is of the same order as storing the sets of tuples $\{ \{ s, a, s' \} \mid s' \in \Phi(a, s) \}, \{ \{ s, a \} \mid a \in poss(s) \}, \{ \{ s, a \} \mid a \in exo(s) \}$, the $O(k||I||)$ time bound holds. Indeed, arrays storing $S, E$, and $A_{agent}$ for lookup in $O(1)$ time are constructible in time $O(|S| + |A|)$. Then, $poss_{agent} = \{ \{ s, a \} \in poss \mid a \in A_{agent} \}$ storing $A_{agent} \cap poss(s)$ for all $s$ is constructible in $O(|poss|)$ time. From this, all clauses of $\overline{sat'}(I)$ except (2) and (3.2) can be readily generated in time
The clauses (2) and (3.2) can be easily constructed from $\Phi_{\text{exo}} = \{ (s, a, s') \in \Phi \mid a \in \text{exo}(s) \}$ and $\Phi_{\text{poss}} = \{ (s, a, s') \in \Phi \mid a \in \text{poss}(s) \}$ in time $O(|\Phi_{\text{exo}}|)$ and $O(k|\Phi_{\text{poss}}|)$, respectively. The sets $\Phi_{\text{exo}}$ and $\Phi_{\text{poss}}$ can be generated from $\Phi$ and $\text{exo}$ in time $O(|\Phi| + |\text{exo} + \text{poss}|)$, using an auxiliary array $\text{aux}[A,S]$ to enable random access to $\Phi(a,s)$; notice that $\text{aux}[a,s]$ needs not be defined if $\Phi(a,s) = \emptyset$. In total, $\text{sat}(I)$ is constructible in $O(|A| + |\text{exo}| + k(|S| + |\Phi| + |\text{poss}|)) = O(k|I|)$ time.

Thus in particular, finding a maintaining control under a small window of opportunity, a $k$-maintaining control for $k$ bounded by a constant, is feasible in \textit{linear time} in the size of the input.

Similar as in Section 5.1.1, the least model of the theory given by $\text{sat}'(I)$, $M_{\text{sat}}'(I)$, leads to a \textit{maximal} control in the sense that the pre-image of $K$ outside $E$, i.e., the states outside $E$ in which $K$ is defined, is greatest among all possible $k$-maintaining controls which include $S$. Furthermore, a smallest $k$-maintaining control can be similarly computed from any maximal model of $\text{sat}'(I)$ with respect to the propositions $\overline{s_k}$ where $s$ is outside $E$, which can be generated from $M_{\text{sat}}'(I)$ by stepwise maximization. Again, both maximal and smallest controls can be computed in polynomial time.

**Example 6** Reconsider the system $A = (S,A,\Phi,\text{poss})$ from Example 5. Let us modify the transition function $\Phi$ such that $\Phi(c,a) = \{ d, f \}$ instead of $\Phi(c,a) = \{ d \}$. Then, for the respective modified instance $I$ of 3-MAINTAIN, denoted $I_1$, the encoding $\text{sat}(I_1)$ looks as follows.

(0), (1), (2), (4), and (5) are as in $\text{sat}(I_1)$ in Example 5;

(3.1): \[
\begin{align*}
\overline{b.a_1} \land \overline{b.a_2} & \Rightarrow \overline{b_1}, \\
\overline{b.a_2} \land \overline{b.a_3} & \Rightarrow \overline{b_2}, \\
\overline{b.a_3} \land \overline{b.a_4} & \Rightarrow \overline{b_3}.
\end{align*}
\]

(3.2): \[
\begin{align*}
\overline{d.a_1} & \Rightarrow \overline{d_1}, \\
\overline{d.a_2} & \Rightarrow \overline{d_2}, \\
\overline{d.a_3} & \Rightarrow \overline{d_3}.
\end{align*}
\]

(3.3): \[
\begin{align*}
\overline{c.a_2} & \Rightarrow \overline{c.a_1}, \\
\overline{c.a_3} & \Rightarrow \overline{c.a_2}, \\
\overline{b.a_2} & \Rightarrow \overline{b.a_1}. \\
\overline{b.a_3} & \Rightarrow \overline{b.a_2}.
\end{align*}
\]

It turns out that $\text{sat}'(I)$ has no models: From $\overline{g_3}$, the clause $\overline{g_3} \Rightarrow \overline{f_3}$ in (2), and clauses in (0), we obtain that $\overline{f_i}$, $i \in \{ 0, \ldots, 3 \}$, is true in every model $M$ of $\text{sat}'(I_1)$. Hence, by the clause $\overline{f_2} \Rightarrow \overline{b.a_3}$ in (3.2), also $\overline{b.a_3}$ is true in $M$. On the other hand, from the formula $\overline{f_1} \Rightarrow \overline{c.a_2}$ in (3.2), we obtain that $\overline{c.a_2}$ must be true in $M$, and thus by the clauses $\overline{c.a_2} \Rightarrow \overline{f_2}$ in (3.1) and $\overline{f_2} \Rightarrow \overline{b.a_3}$ in (3.2) that $\overline{b.a_3}$ is true in $M$.

The clause $\overline{b.a_3} \land \overline{b.a_4} \Rightarrow \overline{b_3}$ thus implies that $\overline{b_3}$ is true in $M$. However, by the formula $\overline{b_3} \Rightarrow \bot$ in (4), $\overline{b_3}$ must be false in $M$. Thus, no model of $\text{sat}'(I_1)$ can exist, which by Theorem 8 means that there is no 3-maintaining control for $S = \{ b \}$ w.r.t $E = \{ h \}$ indeed, regardless of whether a control function $K$ selects $a$ or $a'$ in state $b$, within at most 2 steps from $b$ the state $f$ might be reached, from which the exogenious function might move the system to the no-good state $g$.

Suppose now again that $\Phi(c,a) = \{ d, f \}$ and that the agent can take $a'$ in $g$, which results in either $h$ or $f$ (i.e., $\Phi(g,a') = \{ f, h \}$ and $a' \in \text{poss}(g)$). Then the Horn encoding $\text{sat}'(I_1)$ changes as follows:

In (3.1), the facts $\overline{g_i}$, $i \in \{ 1, 2, 3 \}$, are replaced by $\overline{g_{3i}} \Rightarrow \overline{g_i}$;
In (3.2.), the clauses for $a'$ and $f, h$ are added, $i \in \{1, 2, 3\}$:

$$
\overline{f_0} \Rightarrow g.a_1', \quad \overline{f_1} \Rightarrow g.a_2', \quad \overline{f_2} \Rightarrow g.a_3', \quad \overline{h_0} \Rightarrow g.a_1', \quad \overline{h_1} \Rightarrow g.a_2', \quad \overline{h_2} \Rightarrow g.a_3'.
$$

In (3.3), the clauses for $a'$ and $g$ are added:

$$
g.a_2' \Rightarrow g.a_1', \quad g.a_3' \Rightarrow g.a_2'.
$$

In this encoding $\overline{sat'}(I_2)$ of the modified instance $I_2$, we now longer have a fact $\overline{b_3}$ in (3.1.) and thus the above derivation of a contradiction for the truth value of $\overline{b_3}$ in any model of $\overline{sat'}(I_2)$ is not applicable. In fact, $\overline{sat'}(I_2)$ is satisfiable, and its least model is

$$
M = \{b_0, c_0, d_0, f_0, g_0, b.a_1, c.a_1, b.a_1', g.a_1, b_1, c_1, g_1, b.a_2\}.
$$

Then, we have $C_M = \{b, c, d, f, g, h\}$, $\overline{t}_M(b) = \overline{t}_M(c) = \overline{t}_M(g) = 2$ and $\overline{t}_M(d) = \overline{t}_M(f) = 1$, which leads to a single 3-maintaining control $K$ such that $K(s) = a$ for $s \in \{b, c, d, f\}$ and $K(g) = a'$. Note that since $K$ is defined on every state except $h$, it 3-maintains every set $S$ w.r.t. every $E$ which includes $h$. As for $S = \{b\}$, $K(c)$ and $K(d)$ could remain undefined, since they are not in the closure of $b$ (which can be easily detected) at the price of losing robustness with respect to enlarging $S$. There is an alternative solution in which $K(b) = a'$ instead of $K(b) = a$. Here $K(s)$ can not be made undefined on any $s \neq h$.\)

### 5.3 Genuine algorithm

From the encoding to Horn SAT above, we can distill a direct algorithm to construct a $k$-maintainable control, if one exists. The algorithm mimics the steps which a SAT solver might take in order to solve $sat'(I)$. It uses counters $c[s]$ and $c[s,a]$ for each state $s \in S$ and possible agent action $a$ in state $s$, which range over $\{-1, 0, \ldots, k\}$ and $\{0, 1, \ldots, k\}$, respectively. Intuitively, value $i$ of counter $c[s]$ (at a particular step in the computation) represents that so far $\overline{σ}_0, \ldots, \overline{σ}_i$ are assigned true; in particular, $i = -1$ represents that no $\overline{σ}_i$ is assigned true yet. Similarly, value $i$ for $c[s,a]$ (at a particular step in the computation) represents that so far $\overline{σ_a}, \ldots, \overline{σ_i}$ are assigned true (and in particular, $i = 0$ that no $\overline{σ_a}$ is assigned true yet).

Starting from an initialization, the algorithm updates by demand of the clauses in $\overline{sat'}(I)$ the counters (i.e., sets propositions true) using a command $\text{upd}(c, i)$ which is short for “if $c < i$ then $c := i$,” towards a fixpoint. If a counter violation is detected, corresponding to violation of a clause $\overline{σ_i}$ or $\overline{σ_k} \rightarrow \bot$ for $s \in S \cap E$ in (1) or $\overline{σ_k} \rightarrow \bot$ for $s \in S \setminus E$ in (4), then no control is possible. Otherwise, a control is constructed from the counters.

In detail, the algorithm is as follows:

**Algorithm** $k$-CONTROL

**Input**: A system $A = (S, A, \Phi, poss)$, a set $A_{agent} \subseteq A$ of agent actions, sets of states $E, S \subseteq S$, an exogenous function $exo$, and an integer $k \geq 0$.

**Output**: A control $K$ which $k$-maintains $S$ with respect to $E$, if any such control exists. Otherwise, output that no such control exists.

(Step 1) Initialization
Algorithm sat

Using flags to signal changes to counters

For the more detailed account, note that bitmaps for . The correctness of the algorithms follows from Theorem 8 and the fact that Proof

The following proposition states that the algorithm works correctly and runs in polynomial time.

k

The above algorithm is easily modifiable if we simply want to output a super-control such that each of its refinements is a k-maintainable control, leaving a choice about the refinement to the user. Alternatively, we can implement in Step 4 such a choice based on preference information.

The following proposition states that the algorithm works correctly and runs in polynomial time.

Proposition 10 Algorithm k-CONTROL solves problem k-MAIN, and terminates for any input I in polynomial time. Furthermore, it can be implemented to run in \( O(k \| I \|) \) time.

Proof. The correctness of the algorithms follows from Theorem 8 and the fact that k-CONTROL mimics, starting from facts in (5) and (3.1), the computation of the least model of \( sat(I) \) by a standard fix-point computation. As for the polynomial time complexity, since counters are only increased, and the loop in Step 2 is reentered only if at least one counter has increased in the latest run, it follows that the number of iterations is polynomially bounded. Since the body of Step 2 and each other step is polynomial, it follows that k-CONTROL runs in polynomial time.

For the more detailed account, note that bitmaps for \( S, E \) and \( A \) (if not available in the input) can be generated in time \( O(|S| + |A|) \). In (i) of Step 1, the sets \( \Phi_{exo} \) and \( \Phi_{poss} \) can be constructed in time \( O(|\Phi| + |exo|) \) and \( O(|\Phi| + |poss| + |S|) \), respectively, using an auxiliary array for random access to \( \Phi(a,s) \) in case if the functions are given by their graphs (cf. proof of Corollary 9). Constructing \( poss_{ag}(s) \) for all \( s \in S \) takes \( O(|poss|) \) time, and (ii)–(iv) of Step 1 is feasible in time \( O(|S| + | poss |) \).

Using flags to signal changes to counters \( c[s], c[s_a] \), and auxiliary counters for \( \min_b c[s_b] \mid a \in poss_{ag}(s) \), the number of calls of \( upd \) in Step 2 is \( O(k(|\Phi_{exo}| + |\Phi_{poss}| + |S|)) \), and each call takes \( O(1) \) time. The loop condition can be checked in \( O(m) \) time where \( m \) is the number of changes in the loop. Hence, the total time for Step 2 is \( O(k \| I \|) \). Step 3 is \( O(1) \) if a flag is set in Step 2 indicating the reason for the loop exit. Finally, in Step 4, a control \( K \) can be easily output in time \( O(|poss|) \). In total, the time is \( O(k \| I \|) \).
Thus, for $k$ bounded by a constant, $k$-CONTROL can be implemented to run in linear time. We remark that further improvements are possible. For example, states may be eliminated beforehand which will not be reachable from any state in $S$ under any control that is eventually constructed. This can be done efficiently by computing an upper bound of $\text{Closure}(S, K_A, \text{exo})$ in which all possible actions at any state are merged into a single action. We leave a detailed discussion of this and further refinements for future work.

6 Encoding Maintainability for an Answer Set Solver

In this section, we use the results of the previous section to show how computing a $k$-maintainable control can be encoded as finding answer sets of a non-monotonic logic program. More precisely, we describe an encoding to non-monotonic logic programs under the Answer Set Semantics [24], which can be executed on one of the available Answer Set Solvers such as DLV [20, 33] or Smodels [40, 50]. These solvers support the computation of answer sets (models) of a given program, from which solutions (in our case, $k$-maintaining controls) can be extracted.

The encoding is generic, i.e., given by a fixed program which is evaluated over the instance $I$ represented by input facts $F(I)$. It makes use of the fact that non-monotonic logic programs can have multiple models, which correspond to different solutions, i.e., different $k$-maintainable controls.

In the following, we first describe how a system is represented in a logic program, and then we develop the logic programs for both deterministic and general, nondeterministic domains. We shall follow here the syntax of the DLV system; the changes needed to adapt the programs to other Answer Set Solvers such as Smodels are very minor.

6.1 Input representation

The input $I$ of problem $k$-MAINTAIN, can be represented by facts $F(I)$ as follows.

- The system $A = (S, A, \Phi, \text{poss})$ can be represented using predicates $\text{state}$, $\text{transition}$, and $\text{poss}$ by the following facts:
  - $\text{state}(s)$, for each $s \in S$;
  - $\text{action}(a)$, for each $a \in A$;
  - $\text{transition}(s, a, s')$, for each $s, s' \in S$ and $a \in A$ such that $s' \in \Phi(s, a)$;
  - $\text{poss}(s, a)$, for each $s \in S$ and $a \in A$ such that $a \in \text{poss}(s)$.
- the set $A_{\text{agent}} \subseteq A$ of agent actions is represented using a predicate $\text{agent}$ by facts $\text{agent}(a)$, for each $a \in A_{\text{agent}}$;
- the set of states $S$ is represented by using a predicate $\text{start}$ by facts $\text{start}(s)$, for each $s \in S$;
- the set of states $E$ is represented by using a predicate $\text{goals}$ by facts $\text{goal}(s)$, for each $s \in E$;
- the exogenous function $\text{exo}$ is represented by using a predicate $\text{exo}$ by facts $\text{exo}(s, a)$ for each $s \in S$ and $a \in \text{exo}(s)$.
- finally, the integer $k$ is represented using a predicate $\text{limit}$ by the fact $\text{limit}(k)$.
Example 7 Coming back to Example 3, the input $I$ is represented as follows:

\[
\begin{align*}
\text{state}(b). \text{state}(c). \text{state}(d). \text{state}(f). \text{state}(g). \text{state}(h).
\text{action}(a). \text{action}(a1). \text{action}(e).
\text{trans}(b,a,c). \text{trans}(b,a1,f). \text{trans}(c,a,d). \text{trans}(d,a,h).
\text{trans}(f,a,h). \text{trans}(f,e,g).
\text{poss}(b,a). \text{poss}(b,a1). \text{poss}(f,a). \text{poss}(f,e).
\text{poss}(c,a). \text{poss}(d,a).
\text{agent}(a). \text{agent}(a1).
\text{start}(b). \text{goal}(h).
\text{exo}(f,e).
\text{limit}(3).
\end{align*}
\]

6.2 Deterministic transition function $\Phi$

The following is a program, executable on the DLV engine, for deciding the existence of a $k$-control. In addition to the predicates for the input facts $F(I)$, it employs a predicate $n\_path(X, I)$, which intuitively corresponds to $X_I$, and further auxiliary predicates.

\[
\begin{align*}
\% \text{Define range of } 0,1,\ldots,k \text{ for stages.} \\
\text{range}(I) :- \#int(I), I \leq K, \text{limit}(K). \\
\% \text{Rule for } (0). \\
\text{n\_path}(X,I) :- \text{state}(X), \text{range}(I), \text{limit}(K), I < K, \text{n\_path}(X,J), J = I+1. \\
\% \text{Rule for } (1). \\
:- \text{n\_path}(X,0), \text{goal}(X), \text{start}(X). \\
\% \text{Rule for } (2) \\
\text{n\_path}(X,K) :- \text{trans}(X,A,Y), \text{exo}(X,A), \text{n\_path}(Y,K), \text{limit}(K). \\
\% \text{Rules for } (3) \\
\text{n\_path}(X,I) :- \text{state}(X), \text{not goal}(X), \text{range}(I), I > 0, \text{not some\_pass}(X,I). \\
\text{some\_pass}(X,I) :- \text{range}(I), I > 0, \text{trans}(X,A,Y), \text{agent}(A), \\
\text{poss}(X,A), \text{not n\_path}(Y,J), I = J+1. \\
\% \text{Rule for } (4) \\
:- \text{n\_path}(X,K), \text{limit}(K), \text{start}(X), \text{not goal}(X). \\
\% \text{Rule for } (5) \\
\text{n\_path}(X,0) :- \text{state}(X), \text{not goal}(X). 
\end{align*}
\]

The predicate range($I$) specifies the index range from 0 to $k$, given by the input limit($k$). The rules encoding the clause groups (0) – (2) and (4), (5) are straightforward and self explanatory. For (3), we need to encode rules with bodies of different size depending on the transition function $\Phi$, which itself is part of the input. We use that the antecedent of any implication (3) is true if it is not falsified,
where falsification means that some atom \( s_{i-1} \), \( s' \in PS(s) \), is false; to assess this, we use the auxiliary predicate \( \text{some_pass}(X,I) \).

To compute the super-control \( K^+ \), we may add the rule:

```prolog
% Define \( \overline{C}_M \)
\( \text{cbar}(X) :- \text{state}(X), \text{not n_path}(X,K), \text{limit}(K). \)

% Define state level \( L \)
\( \text{level}(X,I) :- \text{cbar}(X), \text{not n_path}(X,I), I > 0, \text{n_path}(X,J), I=J+1. \)
\( \text{level}(X,0) :- \text{cbar}(X), \text{not n_path}(X,0). \)

% Define super-control \( k_+ \)
\( \text{k_plus}(X,A) :- \text{agent}(A), \text{trans}(X,A,Y), \text{poss}(X,A), \text{level}(X,I), \text{level}(Y,J), J<I, \text{not goal}(X). \)
```

In \( \text{cbar}(X) \), we compute the states in \( \overline{C}_M \), and in \( \text{level}(X,I) \) the level \( \ell_M(s) \) of each state \( s \in \overline{C}_M (=C^T_M \) for the corresponding model \( M \) of \( \text{sat}(I) \)). The super-control \( K^+_M \) is then computed in \( \text{k_plus}(X,A) \).

Finally, by the following rules we can nondeterministically generate any control which refines \( K^+_M \):

```prolog
% Selecting a control from \( k_+ \).
\( \text{control}(X,Y) :- \text{k_plus}(X,Y), \text{not exclude}_k(X,Y). \)
\( \text{exclude}_k(X,Y) :- \text{k_plus}(X,Y), \text{control}(X,Z), Y<>Z. \)
```

The first rule enforces that any possible choice for \( K(s) \) must be taken unless it is excluded, which by the second rule is the case if some other choice has been made. In combination the two rules effect that one and only one element from \( K^+_M(s) \) is chosen for \( K(s) \).

**Example 8** If the input representation of Example 5 is in a file \( \text{exa3.dlv} \) and the above program, denoted by \( \Pi_{\text{det}} \), in a file \( \text{det.dlv} \), the DLV engine can be invoked e.g. by

```
dlv exa3.dlv det.dlv -N=3 -filter=control
```

which outputs the controls; here \(-N=3\) sets the range of integers dynamically supported by the engine to 3, and \(-filter=control\) effects that the answer sets are clipped to the predicate \text{control}. In the particular case, the output on the call is (apart from system version information)

```
control(b,a), control(c,a), control(d,a)
```

yielding the unique control which exists in this case. If we would add a further agent action \( a_2 \) to the action set, and extend the transition function by \( \Phi(b,a_2) = c \), then a call of DLV for the respective representation would yield

```
\{control(b,a2), control(c,a), control(d,a)\}
\{control(b,a), control(c,a), control(d,a)\}
```

corresponding to the two alternative controls which emerge, since the agent can take either action \( a \) or action \( a_2 \) in state \( a \).
6.3 Nondeterministic transition function $\Phi$

As for deciding the existence of a $k$-maintaining control, the only change in the code for the deterministic case affects Step (3). The modified code is as follows, where $n_{\text{apath}}(X, A, I)$ intuitively corresponds to $X_{\mathcal{A}_I}$.

\% Rules for (3); different from above
\% (3.1)
\n\% (3.1)
\n$n_{\text{path}}(X, I) :- \text{state}(X), \text{not goal}(X), \text{range}(I), I>0, \text{not some_{apass}}(X, I)$.
\n$\text{some_{apass}}(X, I) :- \text{range}(I), I>0, \text{agent}(A), \text{poss}(X, A), \text{not } n_{\text{apath}}(X, A, I), \text{not goal}(X)$.

\% (3.2)
\n\% (3.2)
\n$n_{\text{apath}}(X, A, I) :- \text{agent}(A), \text{trans}(X, A, Y), \text{poss}(X, A), \text{range}(I), I>0, \n_{\text{path}}(Y, J), I=J+1, \text{not goal}(X)$.

\% (3.3)
\n\% (3.3)
\n$n_{\text{apath}}(X, A, I) :- \text{agent}(A), \text{poss}(X, A), \text{range}(I), I>0, \text{limit}(K), I<K, \n_{\text{apath}}(X, A, J), J=I+1, \text{not goal}(X)$.

Here, $\text{some_{apass}}(X, A, I)$ plays for encoding (3.1) a similar role as $\text{some_{pass}}(X, I)$ for encoding (3) in the deterministic encoding.

To compute the super-control $K_{M}^+$, we may then add the following rules:

\% Define $C_M$
\n$cbar(X) :- \text{state}(X), \text{not } n_{\text{path}}(X, K), \text{limit}(K)$.

\% Define state action level, alevel ($\geq 1$)
\n$\text{alevel}(X, I) :- \text{alevel_{leq}}(X, I), I=J+1, \text{range}(J), \text{not level_{leq}}(X, J)$.
\n$\text{alevel_{leq}}(X, I) :- cbar(X), \text{not goal}(X), \text{poss}(X, A), \text{agent}(A), I>0, \n_{\text{path}}(X, A, I)$.

\% Define super-control $k_{\text{plus}}$
\n$k_{\text{plus}}(X, A) :- \text{agent}(A), \text{alevel}(X, I), \text{poss}(X, A), \text{not } n_{\text{apath}}(X, A, I)$.

Here, the value of $l_{M}(s)$ is computed in $\text{alevel}(X, I)$, using the auxiliary predicate $\text{alevel_{leq}}(X, I)$ which intuitively means that $l_{M}(X) \leq I$.

For computing the controls refining $K_{M}^+$, we can add the two rules for selecting a control from $k_{\text{plus}}$ from the program for the deterministic case.

Example 9 Let us revisit the instance $I_1$ in Example 6. We get the DLV representation of $I_1$ by adding the fact $\text{trans}(c, a, f)$. to the representation for $I$. Assuming that it is in a file exa4.dlv and the program $\Pi_{ndet}$ in a file ndet.dlv, a call

```
dlve exa4.dlv ndet.dlv -N=3 -filter=control``
yields no output (apart from some system version print), which is correct. On the other hand, if we consider the input $I_2$ for the variant of Example 6 (with agent action $a'$ possible in $g$ and $\Phi(g,a') = \{f, h\}$), then the output is

\{control(b,a1), control(c,a), control(d,a), control(f,a), control(g,a1)\}
\{control(b,a), control(c,a), control(d,a), control(f,a), control(g,a1)\}

(where $a1$ encodes $a'$). Again, this is the correct result.

### 6.4 Layered use of negation

An important note at this point is that the programs $\Pi_{det}$ and $\Pi_{ndet}$ do not necessarily have models which correspond to the least models of the Horn theories $\overline{sat}(I)$ and $\overline{sat}'(I)$, respectively. The reason is that the use of negation not some pass($X$, $I$) and resp. not some apass($X$, $I$) may lead through cycles in recursion. Thus, not each control computed is necessarily maximal (even though the maximal controls will be computed in some models). Furthermore, because of cyclic negation it is not a priori clear that the part of the program deciding the existence of a control is evaluated by DLV in polynomial time. However, consistency (i.e., existence of an answer set) is guaranteed whenever $\overline{sat}(I)$ resp. $\overline{sat}'(I)$ has a model.

It is possible to modify $\Pi_{det}$ such that the use of negation in recursion cycles is eliminated, by using standard coding methods to evaluate the body of the rule in (3). Namely, introduce for $\Pi_{det}$ a predicate all_true and replace not some_pass($X$, $I$) in the code for (3) with all_true($X$, $I$), which is defined such that all_true($s$, $i$) represents that every $\overline{ja}_{i-1} \in PS(s)$ is assigned true, which can be checked using a linear ordering $\leq$ on $PS(s)$. However, we refrain from this here.

Notice that in the case where $PS(s)$ has size bounded by a constant $c$, we can use a predicate $ps$ of arity $c + 1$ to represent $PS(s) = \{s^{(1)}, \ldots, s^{(l)}\}$ by a single fact $ps(s, s^{(1)}, \ldots, s^{(l)}, \ldots, s^{(l)})$ where $s^{(l)}$ is reduplicated if $l < c$. It is then easy to express the clause (3).

We can similarly modify $\Pi_{ndet}$ such that the use of negation in recursion cycles is eliminated, where we use a linear ordering on $A_{agent} \cap poss(s)$ (or simply on $A_{agent}$, assuming that there are not many agent actions overall). Finally, we can also use for the program $\Pi_{det}$ simply an ordering of $A_{agent}$, since the deterministic transformation $\Phi(s, a)$ is a (partial) surjective mapping of $A$ onto $PS(s)$, which guarantees that via $A \cap poss(s)$ each $s' \in PS(s)$ can be accessed through $\Phi$.

The modified programs use negation only in a stratified manner, and thus will be evaluated by DLV in guaranteed polynomial time in the size of the DLV representation of $\overline{sat}(I)$ and $\overline{sat}'(I)$, respectively.

### 6.5 State descriptions by variables

In many cases, states of a system are described by a vector of values for parameters which are variable over time. It is easy to incorporate such state descriptions into the LP encoding from above, and to evaluate them on Answer Set Solvers provided that the variables range over finite domains. In fact, if any state $s$ is given by a (unique) vector $s = (s^1, \ldots, s^m)$, of values $s^i$, $1 \leq i \leq m$, for variables $X_i$ ranging over nonempty domains, then we can represent $s$ as fact state($v^1, \ldots, v^m$) and use a vector $X_1, \ldots, X_m$ of state variables in the DLV code, in place of a single variable, $X$. No further change of the programs from above is needed.

Similarly, we can easily accommodate actions $a(P_1, P_2, \ldots, P_m)$ with parameters $P_1, \ldots, P_m$ (which is important) from a finite set if desired. However, here rule the defining exclude_k_plus($X, Y$)
should be replaced by all rules emerging if the atom \( Y <> Z \) in the body is replaced by \( Y_i <> Z_i \), \( i \in \{1, \ldots, m\} \) (assuming that \( Y \) and \( Z \) are replaced by \( Y_1, \ldots, Y_m \) and \( Z_1, \ldots, Z_m \), respectively).

Another possibility to handle state descriptions by variables would be to implement a coding scheme, which maps each vector \( s = \langle s^1, \ldots, s^m \rangle \) into an integer \( i(s) \), represented by fact code\( (i(s), s^1, \ldots, s^m) \).

Furthermore, we point out that the input need not consist merely of facts, but may also involve rules to define the predicates of the input representation more compactly. Finally, the facts for action can be dropped, since they are not referenced by any rule in programs \( \Pi_{det} \) and \( \Pi_{ndet} \).

For illustration, we consider the buffer example from Section 3.

**Example 10** Recall that states in the buffer example are given by pairs of integers \( \langle i, j \rangle \) where \( i \) and \( j \) are the numbers of objects in buffer \( b_1 \) and \( b_2 \), respectively. We thus use variables \( X_1, X_2 \) and \( Y_1, Y_2 \) in place of \( X \) and \( Y \), respectively.

For buffer capacity of 3, \( S = \{\langle 0, 0 \rangle\} \), \( E = \{\langle 0, j \rangle \mid 1 \leq j \leq 3\} \), and \( k = 6 \), the input can be represented as follows:

\[
\begin{align*}
\text{state}(X_1,X_2) & :- \#\text{int}(X_1), \#\text{int}(X_2), X_1 <= 3, X_2 <= 3. \\
\text{start}(0,0). \\
\text{goal}(0,X_2) & :- \text{state}(0,X_2). \\
\text{trans}(X_1,X_2,m_{12},Y_1,Y_2) & :- \text{state}(X_1,X_2), \text{state}(Y_1,Y_2), X_1=Y_1+1, Y_2=X_2+1. \\
\text{trans}(X_1,X_2,m_{21},Y_1,Y_2) & :- \text{state}(X_1,X_2), \text{state}(Y_1,Y_2), Y_1=X_1+1, X_2=Y_2+1. \\
\text{trans}(X_1,X_2,\text{proc},Y_1,Y_2) & :- \text{state}(X_1,X_2), \text{state}(Y_1,Y_2), X_2=Y_2+1. \\
\text{trans}(X_1,X,\text{ins},Y_1,X_2) & :- \text{state}(X_1,X), \text{state}(Y_1,X), Y_1=X_1+1. \\
\text{poss}(X_1,X_2,m_{12}) & :- \text{state}(X_1,X_2), 1 <= X_1, X_2 <= 2. \\
\text{poss}(X_1,X_2,m_{21}) & :- \text{state}(X_1,X_2), 1 <= X_2, X_1 <= 2. \\
\text{poss}(X_1,X_2,\text{proc}) & :- \text{state}(X_1,X_2), 1 <= X_2. \\
\text{poss}(X_1,X_2,\text{ins}) & :- \text{state}(X_1,X_2), X_1 <= 2. \\
\text{agent}(m_{12}). \text{agent}(m_{21}). \text{agent}(\text{proc}). \text{exo}(\text{ins}). \\
\text{limit}(6).
\end{align*}
\]

Here, equalities \( X_1=0 \) for \( X_1,X_2 \) in the rule defining \( \text{goal} \) and \( X_1=Y_1 \) in the definition of \( \text{trans}(X,X_2,\text{proc},Y,Y_2) \) etc are pushed through.

Invoking DLV, assuming the representation is stored in file \texttt{exa-buffer.dlv} and the expanded version of \( \Pi_{det} \) in a file \texttt{det2.dlv}, with

\[
\texttt{dlv exa-buffer.dlv det2.dlv -N=6 -filter=control}
\]
yields 13 models, of which encode different controls. Among the maximal controls is

\[
\{ \text{control}(1,0,m_{12}), \text{control}(1,1,m_{12}), \text{control}(1,2,m_{12}), \text{control}(1,3,\text{proc}), \text{control}(2,0,m_{12}), \text{control}(2,1,m_{12}), \text{control}(2,2,\text{proc}), \text{control}(2,3,\text{proc}), \text{control}(3,0,m_{12}), \text{control}(3,1,\text{proc}), \text{control}(3,2,\text{proc}), \text{control}(3,3,\text{proc}) \}
\]
which is defined on all states outside \( E \), and thus constitutes a 6-maintaining control for the whole system.

## 7 Computational Complexity

In this section, we consider the complexity of constructing \( k \)-maintainable controls under various assumptions. To this end, we first describe the problems analyzed and give an overview of the complexity results. After that, the results are established in a separate subsection; the reader who is not interested in the technical proofs might safely skip it.

### 7.1 Problems considered and overview of results

Following the common practice, we consider here the decision problem associated with \( k \)-\textsc{Maintain}, which we refer to as \( k \)-\textsc{Maintainability}: Given a system \( A = (S, A, \Phi, \text{poss}) \), a set \( A_{agent} \subseteq A \) of agent actions, sets of states \( E, S \subseteq S \), an exogenous function \( \text{exo} \), and an integer \( k \geq 0 \), decide whether \( S \) is \( k \)-maintainable with respect to \( E \) in \( A \). Furthermore, we also consider \( \omega \)-\textsc{Maintainability}, which has the same input except \( k \) and asks whether \( S \) is maintainable with respect to \( E \) in \( A \).

We consider the problems in two different input settings, in line with the previous sections:

**Enumerative representation:** The constituents of an instance \( I \) are explicitly given, i.e., the sets \((A, S, A_{agent}, S, \text{and} \ E)\) in enumerative form and the functions \((\Phi(a, s), \text{poss}(s), \text{and} \ \text{exo})\) by their graphs in tables.

**State variables representation:** A system state \( s \) is represented by a vector \( s = (v_1, \ldots, v_m) \) of values for variables \( f_1, \ldots, f_m \) ranging over given finite domains \( D_1, \ldots, D_m \), while \( A \) and \( A_{agent} \) are given in enumerative form. We assume that polynomial-time procedures for evaluating the following predicates are available:

- \( \text{in}_\Phi(s, a, s') \), \( \text{in}_\text{poss}(s, a) \), and \( \text{in}_\text{exo}(s, a) \) respectively for deciding \( s' \in \Phi(s, a) \), \( a \in \text{poss}(s) \), and \( a \in \text{exo}(s) \), respectively.
- \( \text{in}_S(s) \) and \( \text{in}_E(s) \) for deciding whether \( s \in S \) and \( s \in E \), respectively.

Orthogonal to this, we also consider (1) general \( k \) versus constant \( k \), in order to highlight the complexity of small windows of opportunity for maintenance; (2) absence of exogenous actions, to see what cost intuitively is caused by an adversary; and (3) nondeterministic versus deterministic actions.

The results of the complexity analysis are compactly summarized in Tables 1 and 2, in which unless stated otherwise, the entries stand for completeness results under logspace reductions. We assume that the reader is familiar with the classes \( \text{P} \) (polynomial time), \( \text{EXP} \) (exponential time), \( \text{L} \) (logarithmic workspace), \( \text{NL} \) (nondeterministic logarithmic work space), \( \text{co-NP} \) (co-nondeterministic polynomial time), and \( \text{PSPACE} \) (polynomial space) appearing in the tables, and refer to [44] and references therein for further background on complexity. By \( \text{LH} \) we denote the logarithmic time hierarchy \([7, 27]\), which is given by \( \text{LH} = \bigcup_{i \geq 0} \Sigma^\log_i \), where \( \Sigma^\log_i \) denotes the decision problems solvable on an alternating Turing machine in logarithmic time with at most \( i-1 \) alternations between existential and universal states, starting in an existential state. Note that \( \text{LH} \) is strictly included in \( \text{L} \). A more refined complexity assessment is given in Section 7.2. However, we refrain here from providing a sharp complexity characterization of
Table 1: Complexity of deciding $k$- and $\omega$-MAINTAINABILITY under enumerative representation (logspace completeness)

<table>
<thead>
<tr>
<th>+/- exogenous actions</th>
<th>$k$-MAINTAINABILITY</th>
<th>$\omega$-MAINTAINABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>given $k$</td>
<td>$\mathcal{P}/\mathcal{NL}$ (Th.11/15)</td>
<td>$\mathcal{P}/\mathcal{NL}$ (Co.12/Th.15)</td>
</tr>
<tr>
<td>constant $k \geq 1$</td>
<td>$\mathcal{P}/\mathcal{LH}$ ($\subseteq \mathcal{L}$) (Th.11/16)</td>
<td>$\mathcal{P}/\mathcal{NL}$ (Co.12/Th.15)</td>
</tr>
<tr>
<td>deterministic</td>
<td>$\mathcal{P}$ (Th.11/13)</td>
<td>$\mathcal{P}$ (Co.12/Th.13)</td>
</tr>
<tr>
<td>nondeterministic</td>
<td>$\mathcal{P}$ (Th.11/14)</td>
<td>$\mathcal{P}$ (Co.12/Th.14)</td>
</tr>
</tbody>
</table>

Table 2: Complexity of deciding $k$- and $\omega$-MAINTAINABILITY under state variables representation (logspace completeness)

<table>
<thead>
<tr>
<th>+/- exogenous actions</th>
<th>$k$-MAINTAINABILITY</th>
<th>$\omega$-MAINTAINABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>given $k$</td>
<td>$\text{EXP}/\text{PSPACE}$ (Th.18/21)</td>
<td>$\text{EXP}/\text{PSPACE}$ (Co.19/Th.21)</td>
</tr>
<tr>
<td>constant $k \geq 1$</td>
<td>$\text{EXP}/\text{co-NP}$ (Th.18/22)</td>
<td>$\text{EXP}/\text{PSPACE}$ (Co.19/Th.21)</td>
</tr>
<tr>
<td>deterministic</td>
<td>$\text{EXP}$ (Th.18/20)</td>
<td>$\text{EXP}$ (Co.19/Th.20)</td>
</tr>
<tr>
<td>nondeterministic</td>
<td>$\text{EXP}$ (Th.18/20)</td>
<td>$\text{EXP}$ (Co.19/Th.20)</td>
</tr>
</tbody>
</table>

Under enumerative representation (Table 1), $k$- and $\omega$-MAINTAINABILITY have the same complexity as Horn SAT, which is $\mathcal{P}$-complete [44]. Thus, according to widely believed complexity hypotheses, the problem is difficult to parallelize and to solve within poly-logarithmic workspace. In fact, this holds also for the case of constant $k = 1$ and the restriction that all actions are deterministic and that there is a single exogenous action. Thus, even in the simplest setting with an adversary according to the dimensions above, the problem already harbors its full complexity; excluding nondeterministic actions and/or fixing $k$ does not make the problems simpler. Intuitively, this is because with the help of exogenous actions, one can simulate nondeterminism and split sequences of agent maintenance actions into small segments.

On the other hand, when exogenous actions are excluded (listed under “-”), $k$- and $\omega$-MAINTAINABILITY are always easier when the actions are deterministic or the window of opportunity is small ($k$ is constant). In summary, the results show that exogenous actions can not be compiled efficiently away (with reasonable complexity) to an instance of maintainability under a small window opportunity, and that nondeterministic actions are indispensable for such a compilation.

The reason is that in absence of exogenous actions, $k$-MAINTAINABILITY is akin to a graph reachability resp. planning problem (for the latter, see Section 8.1). Indeed, define for a fixed system $A=(S,A,\Phi,\text{poss})$, a set of agent action $A_{\text{agent}} \subseteq A$, and sets $E,S \subseteq S$ of states the predicates $r_i(s), i \geq 0$, on $s \in S$ inductively by

$$
\begin{align*}
r_0(s) &= s \in E, \\
r_{i+1}(s) &= s \in E \lor \exists a \in A_{\text{agent}} \cap \text{poss}(s) \\
& \quad \forall s' \in S(s' \in \Phi(s,a) \Rightarrow r_i(s')), \quad \text{for } i \geq 0.
\end{align*}
$$

Informally, $r_i(s)$ expresses that some state in $E$ can be reached from $s$ within $i$ agent actions, and it holds that $S$ is $k$-maintainable with respect to $E$, exactly if $r_k(s)$ holds for every $s$ in $S$ (as proved in Lemma 1 below). The predicate $r_k(s)$ is definable in first-order predicate logic with a suitable relational vocabulary (using the predicates given for enumerative representation). As well-known, the first-order
definable properties are those which can be decided in LH [7, 27]. Since LH is considered to contain problems which have much lower complexity than hard problems in P, the effect of exogenous actions is drastic in complexity terms. Furthermore, problems in LH are amenable to parallelization (see [27]).

Under state variables representation (Table 2), the complexity of the problems, with few exceptions increases by an exponential. This increase is intuitively explained by the fact that state variables permit in general an exponentially smaller input representation, which must be unpacked for solving the problem.

The exception for constant k in absence of exogenous functions, where the complexity increases from within LH to co-NP, is intuitively explained by the fact that the quantifier “∃a ∈ Aagent ∩ poss(s)” in equation (1), as opposed to “∀s’ ∈ S”, ranges over a polynomial set of values (in the input size), and thus can be deterministically eliminated.

The EXP-completeness means that the problems are provably intractable, i.e., have an exponential lower bound in this setting. Even in the “cheapest” cases under state variable representation, the problems are intractable. Exogenous actions cannot be compiled efficiently away in the same cases as under enumerative representation.

7.2 Enumerative representation

We start with the case of enumerative representation. Our first result is the following.

**Theorem 11** Problem k-MAINTAINABILITY is P-complete (under logspace reductions). The P-hardness holds under the restriction that k = f(A, S, E) is any function of A, S, and E such that f(A, S, E) ≥ 1 (in particular, for fixed k ≥ 1), even if in addition all actions are deterministic and there is only one exogenous action.

**Proof.** The membership of $k$-MAINTAINABILITY in P follows from Corollary 9.

We prove P-hardness under the stated restriction by a reduction from deciding logical entailment $\pi \models q$ of a propositional atom q from a propositional Horn logic program (PHLP) $\pi$, which is a set of rules of the form

$$b_0 \leftarrow b_1, \ldots, b_n, \quad n \geq 0,$$

and each $b_i$ is a propositional atom from an underlying atom set At; $b_0$ is the head and $b_1, \ldots, b_n$ is the body of the rule.

As well-known, $\pi \models q$ holds iff there is a sequence of rules $r_1, r_2, \ldots, r_m$, $m \geq 1$, from $\pi$ where $r_i$ is of form $b_{i_0} \leftarrow b_{i_1}, \ldots, b_{i_n}$, such that $\{b_{i_1}, \ldots, b_{i_n}\} \subseteq \{b_{i_0}, \ldots, b_{i-1}\}$, for all $i \in \{1, \ldots, m\}$ (thus in particular, $1_n = 0$) and $b_{m_0} = q$, called a proof of q from $\pi$. Informally, q is derived by successive application of the rules $r_1, \ldots, r_m$, where $r_i$ “fires” after all previous rules $r_1, \ldots, r_{i-1}$ have fired.

A natural idea is to represent backward rule application $r_m, r_{m-1}, \ldots, r_1$ through agent actions; for a rule $r$ of form (2), there is an agent action $a_r$ which applied to a state $s_{b_0}$ representing $b_0$, brings the agent nondeterministically to any state $s_{b_i}$ representing $b_i$, $i \in \{1, \ldots, n\}$. Given a state $s_q$ encoding $q$, $S = \{s_q\}$ is maintainable w.r.t. a set of states E encoding the facts in $\pi$ if q has a proof from $\pi$. However, this does not account for the restriction that $k = f(A, S, E)$ for any such f. The key for this is to establish the result for the extremal case where $k = 1$ is constant (i.e., for 1-MAINTAINABILITY) and then to extend it to the general case.

Using a constrained rule format in $\pi$ and an exogenous action, we can emulate nondeterministic agent actions and sequences of agent actions with some coding tricks by alternating sequences of deterministic
agent and exogenous actions, such that provability of \( q \) from \( \pi \) corresponds to 1-maintainability of \( S \) w.r.t. a set \( E \) in a system \( A \) constructible in logarithmic workspace from \( q \) and \( \pi \).

Without loss of generality, we assume that each rule has either zero or two atoms in the body (i.e., \( n = 0 \) or \( n = 2 \) in (2)). We construct from \( \pi \) and \( q \) a system \( A = (S, A, \Phi, poss) \), sets of states \( S \) and \( E \), a set \( \mathcal{A}_{agent} \subseteq A \), and a function \( exo \) as follows:

![Transition diagram](image)

Figure 3: Transition diagram of the system for \( \pi = \{ a \leftarrow b, c; b \leftarrow \; c \leftarrow \} \) and \( q = a \) (\( S \) and \( E \) encircled).

1. \( S \): For each atom \( f \) in \( \pi \) and rule \( r \in \pi \), \( f^0, \ldots, f^m \) and \( r^1, \ldots, r^m \) are states in \( S \). Furthermore, if the body of \( r \) is \( u, v \) then \( (u, v)^0, \ldots, (u, v)^{m-1} \) are states in \( S \).

2. \( A \) = \( \{ a_r \mid r \in \pi \} \cup \{ e \} \).

3. \( \Phi \): For any rule \( r \in \pi \) with head \( f \), \( \Phi(a_r, f^i) = \{ r^i \} \) for \( i \in \{1, \ldots, m\} \) and \( \Phi(a_r, (u, v)^i) = \{ r^i \} \), for \( (u, v)^i \in S \), \( i \in \{1, \ldots, m-1\} \). If moreover \( r \) has body \( u, v \), then \( \Phi(e, r^i) = \{ s \} \), for \( s \in \{1, \ldots, m-1\} \). In all other cases, \( \Phi(a_r, s) = \emptyset \).

4. \( poss \): For each state \( s \), \( poss(s) = \{ a \in A \mid \Phi(a_r, s) \neq \emptyset \} \).

5. \( E = \{ r^1, \ldots, r^m \mid r \in \pi \} \)

6. \( S = \{ q^m \} \).

7. \( \mathcal{A}_{agent} = A \setminus \{ e \} \).

8. \( exo \): for all rules \( r \in \pi \) of form \( f \leftarrow u, v \), \( exo(r^i) = \{ e \} \) for \( i \in \{1, \ldots, m\} \) and \( exo((u, v)^j) = \{ e \} \) for \( j \in \{1, \ldots, m-1\} \). For all other states \( s \), \( exo(s) = \emptyset \).

The transition diagram for the system constructed for \( \pi = \{ a \leftarrow b, b \leftarrow, c \leftarrow \} \) is shown in Figure 7.2. Intuitively, the state \( f^i \) encodes that \( f \) can be derived from \( \pi \) with a proof of length at most \( i \). This is propagated in backward rule application. Each agent action \( a_r \) selects a rule \( r \) to prove an atom \( f \); if the rule has a body \( u, v \), the exogenous action pushes the agent to prove both \( u \) (from \( (u, v) \)) and \( v \) within decreased recursion depth.

We claim that \( \pi \models q \) iff there exists some 1-maintaining control \( K \) for \( S \) with respect to \( E \) in \( A \).
Suppose first that $\pi \models q$. We then construct a 1-maintaining control $K$ for $S$ with respect to $E$ as follows. Let $P = r_1, \ldots, r_k$ be a proof of $q$ from $\pi$ such that, without loss of generality, all rules $r_i$ have different heads. Set $D = \{q^m\}$ and iterate the following until $D$ remains unchanged: For each $f^i \in D$ resp. $(u, v)^i \in D$, $i \geq 0$, let $r_j$ be the rule with head $f$ resp. $u$ in $P$. Define $K(f^i) = \{a, r_j\}$ resp. $K((u, v)^i) = \{a, r_j\}$, and add, if $r_j$ has body $u', v'$ the states $(u, v)^i-1$ and $v'^i$ to $D$. Since $P$ is a proof of $q$ from $\pi$, the rule $r_j$ always exists, and for each state $s$ in $\text{Closure}(S, A_{exo}) \setminus E$ (=$D$), $K(s)$ is defined and $\Phi(K(s), s)$ yields some state in $E$. Hence, $K$ is a 1-maintaining control for $S$ with respect to $E$ in $A$.

Conversely, suppose $K$ is a 1-maintaining control for $S$ with respect to $E$ in $A$. Without loss of generality, $K(s)$ is undefined for all states $s \in E$. An easy induction on $i \geq 1$ shows that for each $f^i \in \text{Closure}(S, A_{exo})$ resp. $(u, v)^i \in \text{Closure}(S, A_{exo})$, it holds that $\pi \models f$ resp. $\pi \models u$ and $\pi \models v$. For $i=1$, suppose first $K(f^1) = a, r$. Rule $r$ must have form $f \leftarrow$; otherwise, some states $(u, v)^0$, $v^0$ would be in $\text{Closure}(S, A_{exo})$, which contradicts that $K$ is a 1-maintaining control. Hence, $\pi \models f$. Next suppose $K((u, v)^1) = a, r$. Then, for similar reasons, $r$ must be of form $u \leftarrow$, hence $\pi \models u$. Furthermore, $v^1 \in \text{Closure}(S, A_{exo})$ and as already established $\pi \models v$. For $i > 1$, suppose $K(f^i) = a, r$. Then either $r$ is of form $f \leftarrow$ and thus $\pi \models f$, or of form $f \leftarrow u, v$. In the latter case, $(u, v)^i \in \text{Closure}(S, A_{exo})$ and hence, by the induction hypothesis, $\pi \models u$ and $\pi \models v$. Consequently, $\pi \models f$. Similarly, if $K((u, v)^i) = a, r$, then either $r$ is of form $u \leftarrow$ or of form $u \leftarrow u', v'$ and $(u', v')^i \in \text{Closure}(S, A_{exo})$, which by the induction hypothesis implies $\pi \models u'$ and $\pi \models v'$, thus $\pi \models u$. Since $v^i \in \text{Closure}(S, A_{exo})$, as already established $\pi \models v$. Consequently, $\pi \models f$. This proves the statement for $i > 1$, and concludes the induction. Since $q^i \in \text{Closure}(S, A_{exo})$, we have $\pi \models q$. This proves our claim.

Notice that $A$, $S$ and $E$ can be constructed in logarithmic workspace from $\pi$ and $q$. This proves $\text{P}$-hardness of $\text{1-MAINTAINABILITY}$. An easy observation is that every agent action in the system $A$ leads to some state in the set $E$ described. Hence, $S$ is 1-maintainable with respect to $E$ in $A$ iff $S$ is $k$-maintainable with respect to $E$ in $A$ for any $f(A, S, E)$ such that $f(A, S, E) \geq 1$. Hence, $\text{P}$-hardness under the stated restriction follows.

The following result is immediate from this result and the fact that maintainability is equivalent to $k$-maintainability where $k = |S|$ is the number of states.

**Corollary 12** $\omega$-MAINTAINABILITY is $\text{P}$-complete. The $\text{P}$-hardness holds even if all actions are deterministic and there is only one exogenous action.

The following result states a further $\text{P}$-complete restriction of the above problems.

**Theorem 13** $k$-MAINTAINABILITY and $\omega$-MAINTAINABILITY without exogenous actions are $\text{P}$-complete.

**Proof.** Membership in $\text{P}$ was established above. The $\text{P}$-hardness follows from Theorem 11 by merging the (single) exogenous action $e$ into the agent actions as follows: For each state $s$ such that $e \in \text{exo}(s)$, redefine every action $a \in \text{poss}(s) \cap A_{\text{agent}}$ by $\Phi(s, a) := \Phi(s, a) \cup \Phi(s, e)$. It is easy to see that given $S$ and $E$, $S$ is $|S|$-maintainable w.r.t. $E$ in the resulting system $A'$ iff $S$ is $\text{respectable}|S|$-maintainable w.r.t. $E$ in $A$. Furthermore, $A'$ is computable in logspace from $A$. This implies the result.

The hardness results above are at the border of the hardness frontier, in the sense that in the absence of exogenous actions and, in case of $\omega$-MAINTAINABILITY also nondeterminism, the problems are no longer $\text{P}$-hard. The following lemma gives a useful characterization of $k$-maintainability for this purpose.
Lemma 14 Given a system $A = (S, A, \Phi, poss)$, a set of agents action $A_{agent} \subseteq A$, and a set of states $E$, a set of states $S$ is $k$-maintainable with respect to $E$ in absence of exogenous actions (i.e., $exo$ is void), $k \geq 0$, iff $r_k(s)$ as in (1) holds for all $s \in S$.

Proof. For the only if direction, consider any $1$-maintaining control $K$ which without loss of generality is undefined on every $s \in E$. For every state $s \in Closure(S, A_{K, exo}) = Closure(S, A_K)$, let $d_s$ be the distance of $s$ from $E$ under $K$, i.e., the largest $i$ such that $\sigma = s_0, s_1, \ldots, s_i \in Unfold_k(s, A, K)$ where $s_0 = s$. By an easy induction on $d_s \geq 0$, we obtain using $K(s)$ as witness for $a$ in (1), that $r_{d_s}(s), r_{d_s+1}(s), \ldots, r_k(s)$ must hold for $s$. Hence, $r_k(s)$ holds for every $s \in S$.

Conversely, let for each $s \in S$ be $i_s$ the least integer $i$ such that $r_i(s)$ holds. If $i_s > 0$, then define $K(s) := a$ for some arbitrary action $a \in A_{agent} \cap poss(s)$ witnessing (1) for $i + 1 = i_s$, otherwise (i.e., if $i_s = 0$ or $r_i(s)$ does not hold for any $i \geq 0$) let $K(s)$ undefined. Then, $K$ is a $k$-maintaining control for $S$ with respect to $E$, since by definition of the relations $r_i$, for each $s \in Closure(S, A_K)$, and $\sigma = s_0, s_1, \ldots, s_i \in Unfold_k(s, A, K)$ such that $s_0 = s$ it holds that $l \leq k$ and $s_l \in E$ (recall that, as tacitly assumed, $\Phi(a, s) \neq \emptyset$ for each $a \in poss(a)$). Hence, $S$ is $k$-maintainable with respect to $E$.

We then establish the following result.

Theorem 15 $k$-Maintainability and $\omega$-Maintainability for systems with only deterministic actions and no exogenous actions are $NL$-complete.

Proof. In this case, deciding $r_i(s)$ for given $s \in S$ and $i \geq 0$ is in $NL$: If $s \notin E$, a proper $a$ in (1) and $s' = \Phi(s, a)$ can be guessed and, recursively, $r_k(s')$ established, maintaining a counter $i$. This is feasible in logarithmic workspace in the representation size of $A$. By looping through all $s \in S$, it thus follows from Lemma 14 that deciding whether $S$ is $k$-maintainable with respect to $E$, where $k \leq |S|$, is nondeterministically feasible in logarithmic workspace. This implies $NL$-membership of $k$-Maintainability and $\omega$-Maintainability. The hardness follows from a simple reduction of the well-known $NL$-complete Reachability problem [44] to $k$- resp. $\omega$-Maintainability: Given a directed graph $G = (V, E)$ and nodes $s, t \in V$, decide whether there is a directed path from $s$ to $t$ in $G$. Define $\bar{A} = (\bar{S}, \bar{A}, \Phi, poss)$ such that $\bar{S} = A = V$, $\Phi(v, w) = w$, and $poss(v) = \{w \mid v \rightarrow w \in E\}$. Then, for $A_{agent} = A, S = \{s\}$ is $|V|$-maintainable w.r.t. $E = \{t\}$ in $\bar{A}$ iff there is a directed path from $s$ to $t$ in $G$. Clearly, $A$ is constructible in logarithmic workspace from $G$. This shows the $NL$-hardness.

In case of constant $k$, equation (1) is decidable by a straightforward deterministic recursive procedure in logarithmic workspace, even under nondeterminism, since the recursion depth is bounded by a constant and each recursion level requires only logarithmic work space. Hence, $k$-Maintainability is decidable in logarithmic space. A finer grained analysis that it is within the class $\Pi_{k+1}^{log}$ of the logarithmic time hierarchy, which is a much better upper bound and makes completeness for logspace (under suitable reductions) fairly unlikely.

We assume that the input $I$ of $k$-Maintainability for fixed $k$, is a relational structure $M_I$ with universe $U(M_I) = S \cup A$, and relations over $U(M_I)$ for the predicates $in\_phi(s, a, s')$, $in\_poss(s, a)$, $in\_exo(s, a)$, $in\_S(s)$ and $in\_E(s)$ from above, and relations for the additional predicates $ag\_act(a)$, $in\_A(s)$, and $in\_a(a)$ representing membership $a \in A_{agent}, s \in S$ and $a \in A$ for each $s, a \in U(M_I)$, respectively. The structure $M_I$ is encoded in a standard way by a bit-string [27].

Theorem 16 Problem $k$-Maintainability for systems without exogenous actions is in $\Pi_{k+1}^{log} (=co-\Sigma_{2k+1}^{log})$, if $k \geq 0$ is constant.
Theorem 18 Under state representation by variables, k-Maintainability is EXP-complete. The EXP-hardness holds under the restriction that \( k = f(A, S, E) \) is any function of \( A, S, \) and \( E \) such that \( f(A, S, E) \geq 1 \) (in particular, for fixed \( k \geq 1 \)), even if in addition all actions are deterministic and there is only one exogenous action.

Proof. Membership in EXP follows easily from Lemma 17 and Theorem 11. The EXP-hardness is shown by a reduction from deciding inference \( \pi \models p(t) \) of a ground atom \( p(\sigma) \) from a function-free Horn logic program \( \pi \) with variables (i.e., a datalog program), which consists of rules of the form

\[ p_0(\bar{t}_0) \leftarrow p_1(\bar{t}_1), \ldots, p_n(\bar{t}_n), \quad n \geq 0, \tag{3} \]

where each \( p_i \) is the name of a predicate of arity \( a_i \geq 0 \) and \( \bar{t}_i = t_{i,1}, \ldots, t_{i,n} \) is a list of constants and variables \( t_{i,j}; p_0(\bar{t}_0) \) is the head and \( p_1(\bar{t}_1), \ldots, p_n(\bar{t}_n) \) the body of the rule.

It holds that \( \pi \models p(\sigma) \) iff there is a sequence rules \( r_i \) of the form \( p_{i_0}(\bar{t}_{i_0}) \leftarrow p_{i_1}(\bar{t}_{i_1}), \ldots, p_{i_n}(\bar{t}_{i_n}) \) and substitutions \( \theta_i \) for \( r_i \), i.e., a mappings from the variables in \( r_i \) to the set of constants \( C_\pi \) in \( \pi \), such that \( \{p_{i_1}(\bar{t}_{i_1}, \theta_{i_1}), \ldots, p_{i_n}(\bar{t}_{i_n}, \theta_{i_n})\} \subseteq \{p_{i_0}(\bar{t}_{i_0}, \theta_{i_0}), \ldots, p_{i_{i-1}}(\bar{t}_{i-1}, \theta_{i-1})\} \), for all \( i \in \{1, \ldots, m\} \) (thus in particular, \( 1_n = 0 \) and \( p_{m_0}(\bar{t}_{m_0}, \theta_{m_0}) = p(\sigma) \), called a proof of \( p(\sigma) \) from \( \pi \). Informally, \( p(\sigma) \) is derived by successive application of the rule instances \( r_1\theta_1, \ldots, r_m\theta_m \), like in propositional logic program.

Deciding whether \( \pi \models p(t) \) is well-known to be EXP-complete, cf. [13]. The construction is similar in spirit to the one in proof of Theorem 11 but more involved.
To prove EXP-hardness of $k$-MAINTAINABILITY under the given restriction, we first focus on 1-MAINTAINABILITY, and we describe how to reduce $\pi \models p(\tau)$ in logarithmic workspace to deciding 1-maintainability of a set of states $S$ w.r.t. a set of states $E$ in an agent system $A$.

Without loss of generality, we make the following assumptions on $\pi$ and $p(\tau)$:

- The set of constants occurring in $\pi$, $C_\pi$, is $\{0, 1\}$;
- each rule $r$ in $\pi$ has either zero or two atoms in the body;
- all rules in $r$ are safe, i.e., each variable $X$ occurring in the head of a rule $r$ also occurs in the body;
- $\pi$ uses only one predicate, $p$;
- $c = (0, 0, \ldots, 0)$.

Any problem $\pi \models p(\tau)$ can be transformed to an equivalent one of this form in logarithmic workspace.

Similar as in the propositional case, the idea is to represent a reversed proof $r_m, \theta_m, \ldots, r_1 \theta_1$ of $p(\tau)$ from $\pi$ through agent actions, and model backward rule applications through agent actions; note that $\theta_1$ ranges from 1 to $2^{a_p}$, where $a_p$ is the arity of $p$ (thus $m$ requires $a_p$ bits). The problem here which makes this more complex is the fact that we must, for each rule $r_i$, also take $\theta_i$ into account. If $r_i$ has a nonempty body, the candidates for $\theta_i$ are systematically generated by alternating agent and exogenous actions. For each possible such $\theta_i$, the derivation of the body atoms $p(\bar{\theta}_1 \theta_i)$ and $p(\bar{\theta}_2 \theta_i)$ is then explored.

More precisely, for each ground atom $p(\bar{\tau})$, and $n \in \{0, \ldots, 2^{a_p}\}$, we have a state $(\bar{\tau}, m, prove)$ outside $E$ which intuitively says that $p(\bar{\tau})$ is derivable within $m \leq 2^{a_p}$ steps. For each rule $r$ in $\pi$, there is an agent action $a_r$, which is possible on $(\bar{\tau}, m, prove)$ if $m > 0$ and $p(\bar{\tau})$ unifies with the head $p(\bar{\tau})$ of $r$, and it results in the state $(\bar{\tau}, m, r, apply)$, which is in $E$. For $r$ of form $p(\bar{\tau}) = p(\bar{\tau}_1)$, $p(\bar{\tau}_2)$, two phases are now established: (1) the selection of a substitution $\theta$ for the variables $X$ in $r$, and (2) the generation of states $(\bar{\tau}_1, m−1, prove)$ and $(\bar{\tau}_1, m−1, prove)$, where $\bar{\tau}_1 = \theta_1$ and $\bar{\tau}_2 = \theta_2$, for the recursive test.

As for 1) an exogenous action $e$ pushes the agent from $(\bar{\tau}, m, r, apply)$ to a state $(\bar{\tau}, m, (0, 0, \ldots, 0), r, sel_\theta)$. Here $(0, 0, \ldots, 0)$ is the substitution $\theta : X_1 = 0, \ldots, X_k = 0$ to all variables in $r$. By executing an agent action $inc_\theta$ on this state, this vector is incremented to $(0, 0, \ldots, 1)$, resulting in a state $(\bar{\tau}, m, (0, 0, \ldots, 1), r, inc_\theta)$ in $E$, from which $e$ pushes the agent to a state $(\bar{\tau}, m, (0, 0, \ldots, 1), r, sel_\theta)$, where $X_n = 1$ in $\theta$. Here again $inc_\theta$ is possible, leading to a state $(\bar{\tau}, m, (0, 0, \ldots, 1, 0), r, inc_\theta)$ in $E$ from which $e$ pushes the agent to the state $(\bar{\tau}, m−1, t, (0, 0, \ldots, 1, 0), r, sel_\theta)$. Here again an $inc$ action is possible for the agent etc.

In each state $(\bar{\tau}, m, \theta, r, sel_\theta)$ such that $p(\bar{\theta}) = \bar{\tau}$, the agent might alternatively take the action $choose$, which brings her to the state $(\bar{\tau}, m, \theta, r, chosen_\theta)$ in $E$, which closes phase 1. The exogenous action $e$ pushes the agent from this state to the state $(\bar{\tau}, \bar{\theta}, \bar{\tau}_2 \theta, do\_split)$ out of $E$. From this state, $e$ pushes the agent further to the state $(\bar{\tau}, m−1, prove)$, and the agent must take at $(\bar{\tau}, \bar{\theta}, \bar{\tau}_2 \theta, do\_split)$ the action $split$, which brings her to the state $(\bar{\tau}, m−1, goto\_prove)$ in $E$, from which $e$ pushes the agent to $(\bar{\tau}_2 \theta, m−1, prove)$. Figure 4 gives a summary of the steps in graphical form.

In this way, the derivation of $p(0, 0, \ldots, 0)$ from $\pi$ is encoded to deciding 1-maintainability of $S = \{(2^d, (0, 0, \ldots, 0), prove)\}$ with respect to the set of states $E$ described above. Note that to prove $p(\bar{\tau})$ from $\pi$ via rule $r$, only one instance of $r\theta$ must be chosen; the 1-maintaining control has to single out this $\theta$, by proper placement of the action $chosen_\theta$. The proof of correctness is along the lines of the respective one in Theorem 11.
Given the regular structure of the states and the easy checks and manipulations that need to be done for determining applicability of actions and determining the successor state, respectively, it is not difficult to see that a representation of the above 1-Maintainability instance using state variables can be compiled from $\pi$ and $p(0, 0, \ldots, 0)$ in logarithmic work space (in particular, that the polynomial-time procedures for deciding the membership predicates $in_{\Phi}(s, a, s')$, $in_{\text{poss}}(s, a)$, $in_{\text{exo}}(s, a)$ $in_{\text{S}}(s)$, and $in_{E}(s)$ can be provided in polynomial time). Note that this instance employs only deterministic actions, and there is a single exogenous action. This establishes $\text{EXP}$-hardness for 1-Maintainability.

Furthermore, for $A$ and $E$ as constructed, each agent action results in a state in $E$. Thus, $k$-maintainability of $S$ w.r.t. $E$ in $A$, for any $k = f(A, S, E)$ such that $f(A, S, E) \geq 1$, is equivalent to 1-maintainability of $S$ w.r.t. $E$ in $A$. Hence, the reduction shows $\text{EXP}$-hardness of $k$-Maintainability under the stated restriction.

**Corollary 19** Under state representation by variables, $\omega$-Maintainability is $\text{EXP}$-complete. The $\text{EXP}$-hardness holds even if all actions are deterministic and there is only one exogenous action.

Using Theorem 18 instead of Theorem 11, we can prove the following result similarly as Theorem 13:

**Theorem 20** Under state representation by variables and in absence of exogenous actions, $k$-Maintainability and $\omega$-Maintainability are $\text{EXP}$-complete.

For the case without exogenous actions and with only deterministic actions, we have lower complexity:

**Theorem 21** Under state representation by variables, $k$-Maintainability and $\omega$-Maintainability for systems with only deterministic actions and no exogenous actions are $\text{PSPACE}$-complete.

**Proof.** By well-known standard methods, a computation composed of a $\text{PSPACE}$ computation $A$ piped into an $\text{NL}$ computation $B$ (which is $\text{NPSPACE}$ in the size of the input for $A$) can be redesigned as an $\text{NPSPACE}$ computation. Since $\text{NPSPACE} = \text{PSPACE}$, membership of the problems in $\text{PSPACE}$ thus follows from Lemma 17 and Theorem 15.

The $\text{PSPACE}$-hardness can be shown e.g. by a straightforward reduction from propositional STRIPS planning [9]. Rather than to introduce STRIPS here, we give for completeness sake a simple reduction from Succinct Reachability [44], which is the version of Reachability where $G = (V, E)$ is such that the nodes $v$ are given by the binary vectors $v = (v_1, \ldots, v_n)$, $n \geq 1$, on $\{0, 1\}$ and the problem input consists of a Boolean circuit $C_G$ with $2n$ inputs $v_1, \ldots, v_n$, $w_1, \ldots, w_n$ which outputs
true iff \( v \rightarrow w \in E \), and \( s = (0, 0, \ldots, 0) \) and \( t = (1, 1, \ldots, 1) \). We construct from this an instance of \( k\text{-MAINTAINABILITY} \) resp. \( \omega\text{-MAINTAINABILITY} \) as follows: \( S = V \times V \), described by \( 2n \) binary variables \( f_1, \ldots, f_{2n}; A = \{ inc, arc \} = A_{\text{agent}} \); \( \Phi(v \times w, \text{inc}) = v \times w' \) such that \( w' = w + 1 \) modulo \( 2^n \), and \( \Phi(v \times w, \text{arc}) = w \times (0, 0, \ldots, 0) \) if \( v \rightarrow w \) in \( G \) and \( \Phi(v \times w, \text{arc}) = v \times w \) otherwise; \( \text{poss}(s) = A \), for each state \( s \). Then, the state \( s = (1, 1, \ldots, 1) \times (0, 0, \ldots, 0) \) is \( |S|\)-maintainable with respect to \( E = \{(1, 1, \ldots, 1) \times (1, 1, \ldots, 1)\} \) in \( A \) iff \( (1, 1, \ldots, 1) \) is reachable from \( (0, 0, \ldots, 0) \) in \( G \). A state variable representation of \( A \) can be easily generated from the circuit \( C_G \) in logarithmic workspace. This implies PSPACE-hardness of the problems.

If the maintenance window is bounded by a constant, the problem is easier.

**Theorem 22** Under state representation by variables, \( k\text{-MAINTAINABILITY} \) for systems without exogenous actions and constant \( k \geq 0 \) is co-NP-complete.

**Proof.** For a given \( s \in S \), falsity of \( r_k(s) \) can be proved by exhibiting (assuming \( s \notin E \)), for each \( a \in A_{\text{agent}} \cap \text{poss}(s) \) a witness \( w(s, a) \in S \) such that \( w(s, a) \in \Phi(s, a) \) and \( r_{k-1}(w(s, a)) \) is false, which in recursion can be proved similarly. For constant \( k \), this leads to \( O(|A_{\text{agent}}|^k) \) many guesses \( w(s, a) \), which is polynomial in the size of the input. By Lemma 14, it thus follows that deciding the complement of \( k\text{-MAINTAINABILITY} \) is in \( \text{NP} \). This proves membership in \( \text{co-NP} \).

The co-NP-hardness, for every \( k \geq 0 \), is a simple consequence that under representation by state variables, deciding whether \( S \subseteq E \) is co-NP-complete (this can be shown, e.g., by a simple reduction from propositional unsatisfiability).

8 Discussion and Conclusion

In this paper, we gave a formal characterization of maintenance goals and distinguished it from the notions of stabilizability and temporal goals of the form \( \square \diamond f \) (over all valid trajectories). We present several motivating examples that illustrate the need for our notion of maintainability. The basic idea being that for certain kinds of maintenance it is important that the maintaining agent be given a window of non-interference from the environment so that it can do the maintenance. To formalize this we need to distinguish between the agent’s actions and the environment’s actions. In our formalization we define the notion of \( k\text{-maintainability}, \) where \( k \) refers to the maximum window of opportunity necessary for the maintenance. We then gave polynomial time algorithms to compute \( k\text{-maintainable} \) controls, which are linear-time for small \( k \), and we analyzed the complexity of determining \( k\text{-maintainability} \) under various assumptions. One interesting aspect of our polynomial time algorithm is the approach that led to its finding: use of SAT encoding, and complexity results regarding the special Horn sub-class of propositional logic.

8.1 Other related work

Besides the related works we already mentioned such as stabilizability and temporal logic, the notion of maintenance has appeared in AI in many other papers. For example, in [42], Ortiz discusses maintenance actions. His notion of maintenance is stronger than both the notion of stabilizability and our notion as he requires the formula that is maintained to be true throughout. The notion of maintenance is also related to the notion of ‘execution monitoring’ which is studied in the context of robot programs in [14].
‘execution monitoring’ the world is monitored and if a discrepancy is found between the prediction made by the agent and the real world, then new plans are made to recover from the discrepancy. A deliberative architecture for maintenance can be extrapolated from the notions in [2], where an agent executes a cycle of \textit{observe;} \textit{assimilate;} \textit{(re)plan} \textit{from current situation;} \textit{execute part of the plan.}

In other related work, Jensen et al. [28, 29] consider the somewhat dual problem of developing policies that achieve a given goal while there are interferences from the environment. In their model, environment actions and actions of multiple agents are combined to a joint action, by which the system is transferred from the current state to one out of a set of possible successor states. With such nondeterministic transitions, Jensen et al. aim at modeling both an adversial environment and infrequent errors which make an otherwise deterministic action non-deterministic. In [28], they consider constructing policies coping with arbitrarily many interferences of the environment (but without action failure) by an extension of OBDD-based universal planning, and in [29] they consider generating policies which tolerate up to a given number \( n \) of errors modeled as “secondary action effects” (caused by improper action execution or environment interference), by reducing it to a so called strong planning problem, which is solved using OBDD based methods. For arbitrarily many environment interferences as in [28], the problem is basically very similar to our problem of unbounded maintainability, but interference in goal states has different significance and goal achievement is not guaranteed because of possible loops. A formal connection between \( k \)-maintainable controls and \( n \)-fault tolerant policies, if any, remains open. Intuitively, \( n \)-fault tolerant plans are easier to construct, since the number of errors that have occurred can be recorded in plan construction and when the limit \( n \) is reached, the problem boils down to an ordinary planning problem. For \( k \)-maintaining controls, however, each environment interference (even at a goal state) causes a restart which pushes the agent to a new initial state.

In a series of papers [54, 19, 18], Wooldridge and Dunne have formalized the problem of constructing agent control functions and analyzed its complexity in a rich framework, for various kinds of tasks such as “achievement” tasks (where the agent has to bring about a certain goal condition), “maintenance” tasks (where the agent has to avoid that some goal condition is ever satisfied during execution), and combinations thereof [18]. In their framework, action effects and the selection of the agent action by the control may depend on the history of the execution, and most importantly, exogenous actions resp. an adversary are not taken into account. Under restriction to history-independent state transitions and reactive agents, finding controls for achievement tasks in their framework corresponds to finding maintaining controls with an unbounded window of opportunity in our framework. Theorems 15 and 21 correspond to respective results in the Wooldridge-Dunne framework [18].

In AI planning, the seminal STRIPS approach [23] has been one of the most influential approaches. We briefly recall that in STRIPS, states are modeled as sets of propositional atoms and actions as operators which, given that a precondition in terms of a conjunction of literals is true on the current state, transform it to a successor state by removing atoms from a delete list and adding atoms from an add list. A plan for achieving a goal, described by a conjunction of atoms \( \gamma \), from an initial state \( S_0 \) is a sequence of operators \( op_1, \ldots, p_n \) which takes the agent from \( S_0 \) to a state where \( \gamma \) holds. STRIPS planning has been generalized in several directions, such as conditional effects, nondeterministic actions, or planning under incomplete information and partial observability using conditional and conformant plans, respectively, and a number of papers has considered the computation and complexity of planning in such settings, e.g., [9, 3, 11, 22, 49].

However, like in the framework of Wooldridge and Dunne, in none of these works agent actions and exogenous actions are viewed separately, and thus they are best compared to our framework in absence of exogenous functions. Furthermore, plans per se are conceived as action strategies (cf. [49]) in which, in principle, different actions might be taken by the agent if during plan execution the same state is entered
again; however, such looping is a priori excluded if the goal must be achieved under all contingencies.

Cimatti et al. [11] consider constructing universal plans akin to our policies, with different semantics for goal achievement, based on OBDD methods and algorithms. In particular, in absence of exogenous actions our maintaining controls correspond to what they call strong solutions for a planning problem. Jensen et al. [28, 29] have generalized this by adversial actions (see above).

As for complexity, Theorem 21, corresponds to the classical result of Bylander [9] that deciding plan existence in propositional STRIPS is \textbf{PSPACE}-complete, while Theorem 20 corresponds to Littman’s result that conditional planning for STRIPS with nondeterministic actions is \textbf{EXPTIME}-complete [34, 49]. In conditional planning, via conditions on the current state branching to subplans is possible, such that an appropriate plan is followed depending on the state evolution. Branching might be modeled by actions and the conditional planning problem, with loops disregarded, as the problem of constructing a maintaining control.

Outside of AI, our notion of $k$-maintenance is very closely related to the notion of self-stabilization in [15] which is used in characterizing fault-tolerant systems. There the concern is about proving correctness of (hand developed) self-stabilization protocols and achieving self-stabilization for various distributed algorithms such as mutual exclusion. Our algorithm here can be thought of as an algorithm that automatically generates a self-stabilization protocol. Although, this is a new dimension to the existing work on self-stabilization, further research is needed to compare assumptions made in our formulation and the ones in the self-stabilization literature, and overcome them. In particular, often in the self-stabilization literature the global states are composed of local states of various distributed elements and a particular element does not have the access to the complete global state. In those cases one can not directly use the kind of global policies generated by the algorithm in this paper.

8.2 Future work and open issues

There are several directions for further research extending the work of this paper. One direction concerns variations of the maintenance problem, for instance by taking action duration into account. In such scenario, the maintenance goal may be formulated as requirement that the agent reaches some desired state always within a given time frame, if she is not disturbed by the environment. Preliminary investigations suggest that the results in this paper can be extended to handle this setting.

The intractability results for the problems under state variable representations challenges methods and techniques for handling the problem in practice. Suitable heuristics may therefore be researched that allow to solve the problems in many cases in polynomial time, and, in a refined complexity analysis, meaningful tractable cases should be singled out. Furthermore, the issue of computing optimal $k$-maintenance controls efficiently, in the sense that $k$ is as small as possible (which is trivially polynomially solvable in the enumerative setting), is an interesting issue for variable state representation.

Another issue concerns investigating computational transformations between maintenance and planning. By the complexity results in [34] and this paper, transformations between $k$-\textsc{Maintainability} and conditional planning are feasible in polynomial time. It would be interesting to study different transformations, and to assess possible benefits of these transformations for solving $k$-\textsc{Maintainability} and planning by cross-utilizing different algorithms and implementations (e.g. [11] for planning in nondeterministic domains). In particular a transformation similar to the one in the proof of Theorem 13, with an additional parameter that keeps count the number of agent’s actions since the last exogenous action, can\footnote{This transformation increases the number of states by $k$ times. It is unknown if there exist a transformation that can} be used to compile out exogenous actions and transform finding $k$-maintainable policies to finding...
strong cyclic plans [11]; on the other hand, encodings similar to the one in Section 5.2 for obtaining strong cyclic plans through linear-time Horn logic programming might be interesting.
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eliminate exogenous actions without increasing the number of states, and yet is able to model the notion of $k$-maintainability.