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Overview
The primary purpose of the course is to cover statistical methods in prevention research. The methods originated in many disciplines including psychology, sociology, epidemiology, and medicine. Attention is given to topics that are not often taught in other courses. The methods are presented in class, practiced in homework, and integrated in a manuscript (or final exam) completed by each student. 

*Note that all readings will be available in the Computer Room on the third floor in my lab in the Psychology North building. 

Recommended Books 

Kahn, H. A., & Sempos, C. T. (1989). Statistical Methods in Epidemiology. New York: Oxford.
Hosmer, D. W., & Lemeshow, S. (2000). Applied Logistic Regression. New York: Wiley. 
Optional Book 

Ahlbom, A. & Norell, S. (1984). Introduction to Modern Epidemiology. Chestnut Hill, Massachusetts: Epidemiology Resources. (No longer in print but available in class readings)

Course Requirements 

1. Paper or Final Exam 

Students can either take a final exam at the end of the course and review three articles or complete a paper. Given the success of papers written for this course in the past, I suggest writing a paper. The paper and take home final exam will be due Wednesday, May 11, 2004. The paper should include application of several statistical methods described in the course to a prevention data set. The prevention data can be from any source--masters or dissertation projects, archival data, or data that I can provide. If possible, two or three potential ideas for the paper should be identified by February 14, 2004 and a two page summary of the proposed paper is due February 28, 2004. More detailed instructions about the paper will be given during the course. I encourage you to discuss the paper and the potential data sets with me as soon as possible. If you are unsure about the data set that you will choose, you may want to first identify three different data sets and pick the best one. 

2. Discussion / Attendance 

Students are expected to participate in class discussions and ask for clarification. 

3. Readings 

Students are expected to read the articles selected for each class meeting. Not all articles listed in the syllabus will be required and some new articles may be added. Typically students will pick from a list of relevant articles.

4. Homework 

Students are expected to complete approximately 6-8 homework problem sets from a total of 8-10 homework problem sets. Some of the homework will include running computer programs. 

5. Computer 

Some class sessions will meet at the Psychology Computer Laboratory. 

Student Evaluation 

The student evaluation will be based on the following information. 

1. Paper. 40% 
2. Summary of the proposed paper due February 26. 5% 
3. Class Discussion/Attendance. 5% 
4. Homework. 30% 
5. Take home mid-term exam. 20% 

or 
1. Final Exam plus review of three articles. 40% 
2. Three-page summary of a prevention research project. 5% 
3. Class Discussion/Attendance. 5% 
4. Homework. 30% 
5. Take home mid-term exam. 20% 

Class Website 
http://www.public.asu.edu/~davidpm/classes/psy591/index.htm

Prevention Science Methodology Group Website

http://www.psmg.hsc.usf.edu/
Mplus Website

http://www.statmodel.com/index2.html


Part 1: Introduction and Examples
January 19: Introduction and Examples 
Topics: Introduction and Classic Prevention examples 

Read for class on Monday

MacKinnon, D. P., & Lockwood, C. M. (2003). Advances in statistical methods for substance abuse prevention research. Prevention Science, 4, 155-171.

Read at least two of the following articles for class on Monday: 
1. Meinert, C. L. (1986). Clinical Trials: Design, Conduct, and Analysis. New York: Oxford. Chapters 1, 2, and 3 (19 pages). 

2. Tufte, E. R. (1997) Visual and statistical thinking: Displays of evidence for making decisions. John Snow and the cholera epidemic. pp. 5-15. Graphics Press: Cheshire, Connecticut. 

3. Vanderbroucke, J. P. (1988). Which John Snow should set the example for clinical epidemiology? Journal of Clinical Epidemiology, 41, 1215-1216. 

4. Caplan, R. D., Vinokur, A. D., Price, R. H., & van Ryn, M. (1989). Job seeking, reemployment, and mental health: A randomized field experiment in coping with job loss. Journal of Applied Psychology, 74, 759-769. 

5. Pentz, M. A., Dwyer, J. H., MacKinnon, D. P., Flay, B. R., Hansen, W. B., Wang, E., & Johnson, C. A. (1989). A multi-community trial for primary prevention of adolescent drug abuse: Effects on drug use prevalence. Journal of the American Medical Association, 261, 3259-3266. 

6. The Multiple Risk Factor Intervention Trial Research Group (1990). Mortality rates after 10.5 years for participants in the multiple risk factor intervention trial. Journal of the American Medical Association, 263, 1795-1801. 

January 24 and 26: Examples and Data sets 

Topics: Sources for research support, National Data Sets, Types of Prevention Studies, Atlas of Cancer Mortality, Maps, Action and Conceptual theory. 

1. Gottlieb et al., (1981). Pneumocystis Pneumonia–Los Angeles. Morbidity and Mortality Weekly Report, June 5, 1981, 250-252. Handout in class. 

Read two of the following articles: 
2. Chen, H-T. (1990). Theory-driven evaluations. Chapter 10: Intervening Mechanism Evaluation. Sage: Newbury Park, California. 

3. Kipnis, D. (1994). Accounting for the use of behavior technologies in social psychology. American Psychologist, 49(3), 165-172. 

4. Prochaska, J. O., Diclemente, C. C. & Norcross, J. C. (1992). In search of how people change: Applications to addictive behaviors. American Psychologist, 47(9), 1102-1114. 

5. Sandler, I. N., Wolchik, S. A., Mackinnon, D. P., Ayers, T. S., & Roosa, M. W. (1997). In S. Wolchik & I. Sandler. Developing linkages between theory and intervention in stress and coping processes. Handbook of children’s coping: Linking theory and intervention, Plenum Press: New York. 

6. Bierman et al. (1992). A developmental and clinical model for the prevention of conduct disorder: The FAST Track Program. Development and Psychopathology, 4, 509-527. 

7. Worden et al. (1994). Development of a community breast screening promotion program using baseline data. Preventive Medicine. 23, 267-275. 

8. DiClemente, C. C. (1993). Changing addictive behaviors: A process perspective. Current Directions in Psychological Science, 2(4), 101-106. 




Part 2: Analysis of Categorical Measures
January 31 and February 2: Epidemiology #1 

Topics: Public Health Approach, Epidemiology 

Read two of the following
1. Chapters 1, 2, 3, 4, and 5 "Introduction to Modern Epidemiology" 
2. Chapter 3 in Kahn & Sempos, Introduction to Epidemiology

3. Chapter 2: "Epidemiology" In Last, J. M. & Wallace, R. B. 1992). Public Health & Preventive Medicine. Norwalk, Connecticut: Appleton & Lange. 

February 7 and 9: Epidemiology #2 

Topics: Epidemiological measures, relative risk, odds ratio, attributable risk, sensitivity and specificity. 

Read

1. Chapter 4  in Kahn & Sempos, Introduction to Epidemiology.

2. Boyle, M. H. & Offord, D. R. (1990). Primary prevention of conduct disorder: Issues and Prospects. Journal of the American Academy of Child and Adolescent Psychiatry. 29, 227-233. 

3. Offord, D. R. (2000). Selection of levels of prevention. Addictive Behaviors, 25, 833-642. 

4. Rockhill, B., Newman, B., & Weinberg, C. (1998). Use and misuse of population attributable fractions. American Journal of Public Health, 88, 15-19. 

February 14 and 16: Logistic Regression #1 
Topics: Odds ratio, probit and logistic distributions 

1. Hosmer, D. W., & Lemeshow, S. (2000). Applied Logistic Regression, New York: Wiley. Chapters 1 and 2. 

2. Mplus handouts
February 21 and 23: Logistic Regression #2 

Topics: Estimation, Interpretation of Parameters, adjusted and unadjusted proportions, odds, and ordinal logistic regression 

1. Hosmer, D. W., & Lemeshow, S. (2000). Applied Logistic Regression, New York: Wiley. Chapters 3 and 4. 

2. The LOGISTIC Procedure. SAS Statistics User's Guide. 

3. Mplus handouts

February 28 and March 2: Logistic Regression #3 

Topics: Attributable risk, generalized estimating equations (GEE) and advanced topics 

1. Hosmer, D. W., & Lemeshow, S. (2000). Applied Logistic Regression, New York: Wiley. Chapters 5, Sections from Chapters 6, 7, and 8 to be determined, e.g. clustered data on pp 211-222; GEE models on page 312-315. 



Part 3: Analysis of Continuous Measures 
March 7(No class take home exam) and  9: Correlations and Computer Intensive Methods 

The Take home Exam will be passed out on March 7 and will be due March 9.
Topics: Methods to identify correlates, variance of a correlation, effects of dichotomizing continuous measures, measures of association for categorical data, types of correlations, and Computer Intensive Methods 

1. Manly, B. F. J. (1998). Randomization, bootstrap and Monte Carlo methods in biology. Chapman and Hall: London. Chapter 1: Randomization and Chapter 3: Bootstrap. 

2. Cohen, J. (1983). The cost of dichotomization. Applied Psychological Measurement, 7(3), 249-253. 

Read at least one of the following: 

3. Chapter 2: Cohen, J. & Cohen, P. (1983). Applied Multiple Regression/Correlation Analysis for the Behavioral Sciences. 
Hillsdale, NJ: Lawrence Erlbaum Associates. 

4. Reynolds, H. T. (1977). The analysis of cross-classifications. New York: The Free Press. Chapter 2. 

5. Steiger, J. H. (1980). Tests for comparing elements of a correlation matrix. Psychological Bulletin, 87(2), 245-251. 

6. Abelson, R. P. (1985). A variance explanation paradox: When a little is a lot. Psychological Bulletin, 97(1), 129-133. 

7. Yang, M. C. K. & Robertson, D. H. (1986) Understanding and learning statistics by computer. World Scientific: Philadelphia, Pennsylvania. Chapter 1: Sampling by computer simulation. 

8. MacCallum, R. C., Zhang, S., Preacher, K. J., & Rucker, D. D. (2002). On the practice of dichotomization of quantitative variables. Psychological Methods, 7, 19-40. 

March 14 and 16: Spring Break 

March 21 and 23 Estimating Program Effects #1 

Topics: Intraclass correlation, Mixed design in ANOVA and regression models, and unadjusted regression effects. 

Read two of the following: 

1. Murray et al., (1994). Intraclass correlation among common measures of adolescent smoking: Estimates, correlates, and applications in smoking prevention studies. American Journal of Epidemiology, 140, 1038-1050. 

2. Rogosa, D. (1988). Myths about longitudinal research. In K. W. Schaie, R. T. Campbell, W. Meredith, & S. C. Rawlings (Eds.), Methodological Issues in Aging Research (pp. 171-209). New York: Springer. 

3. Barcikowski, R. S. (1981). Statistical power with group mean as the unit of analysis. Journal of Educational Statistics, 6, 267-285. 

Optional: 

4. Chapter 9 Introduction to Modern Epidemiology 

5. Dwyer, J., MacKinnon, D. P., Pentz, M. A., Flay, B. R., Hansen, W. B., Johnson, C. A., & Wang, E. (1989). Estimating intervention effects in longitudinal studies: The Midwestern Prevention Project. American Journal of Epidemiology, 130, 781-795. 

6. Raudenbush, S. W., Xiao-Feng, L, & Congdon, R. (2004). Optimal Design Software: http://www.ssicentral.com/other/hlmod.htm

March 28 and 30: Estimating Program Effects #2 

1. Singer, J. D. (1998). Using SAS PROC MIXED to fit multilevel models, hierarchical models, and individual growth models. The Journal of Educational and Behavioral Statistics, 23, 323-355. 

2. Brown, H. & Prescott, R. (1999). Applied Mixed Models in Medicine. Wiley: New York. pp. 33-45, 79-101. 

Optional 

3. Murray, D. M. (1998). Design and analysis of group-randomized trials. Oxford: New York. Chapters 7 and 8. 

April 4 and 6: Statistical Power 

Topics: Effect size and formulas to compute power 

1. Cohen, J. (1990). Things I have learned (So Far). American Psychologist, 45, 1304-1312. 

2. Cohen, J. (1990). Statistical power for the behavioral sciences (3rd. Edition). New York: Academic Press. Chapters 1, and 3. 

Optional 

3. Meinert, C. L. (1986). Clinical Trials: Design, Conduct, and Analysis. New York: Oxford. Chapter 9. 

4. Cohen. J. (1990). Statistical power for the behavioral sciences (3rd. Edition). New York: Academic Press. Chapters 2 and 6. 

5. Murray, D. M. (1998). Design and analysis of group-randomized trials. Oxford: New York. Chapter 9. 


Part 4: Detailed Examination of Program Effects
April 11 and 13: Mediation #1 

Topics: Single mediator model, equivalent models, statistical tests, and action and conceptual theory again, mediation and moderation. 

1. MacKinnon, D. P. (2006) Introduction to Statistical Mediation Analysis. Chapter 3 Single mediator model. 

2. Baron, R. M. & Kenny, D. A. (1988). The moderator-mediator variable distinction in social psychological research: conceptual, strategic, and statistical considerations. Journal of Personality and Social Psychology, 51, 1173-1182. 

3. MacKinnon, Lockwood, et al, (2002). A comparison of methods to test mediation and other intervening variable effects. Psychological Methods, 7, 83-104.

4. MacKinnon, D. P., Krull, J. L., & Lockwood, C. M. (2000). Equivalence of the mediation, suppression, and confounding effect. Prevention Science, 1(4), 173-181. 

Read one of the following: 

4. MacKinnon, D. P. (1995). Analysis of mediating variables in prevention and intervention research. In National Institute on Drug Abuse Monograph, "Statistical Methods in Prevention Research". 

5. McCaul, K. D., & Glasgow, R. E. (1985). Preventing adolescent smoking: What have we learned about treatment construct validity? Health Psychology, 4, 361-387. 

6. MacKinnon, D. P., & Dwyer, J. H. (1993). Estimating mediated effects in prevention studies. Evaluation Review, (2), 144-158. 

7. Judd, C. M., & Kenny, D. A. (1981a). Process Analysis: Estimating mediation in treatment evaluations. Evaluation Review, 5(5), 602-619. 

April 18 and 20 Mediation #2 

Topics: Multiple Mediator Models, Examples 

1. MacKinnon, D.P. (2006) Introduction to Statistical Mediation Analysis. Chapter 5 Multiple Mediator Models. 

2. Mackinnon, D. P. (2000). Contrasts in Multiple Mediator Models. In J.Rose, L. Chassin. C. C. Presson, & S. J. Sherman. Multivariate Applications in Substance Abuse Research, Erlbaum: Mahwah, New Jersey. 

Read one of these articles: 

3. Mackinnon, D.P., Johnson, C. A., Pentz, M.A., Dwyer, J. H., Hansen, W.B., Flay, B.R., & Wang, E. (1991). Mediating mechanisms in a school-based drug prevention program: First year effects of the midwestern prevention project. Health Psychology, 10(3), 164-172. 

4. Hansen, W.B. & Graham, J.W. (1991). Preventing alcohol, marijuana, and cigarette use among adolescents: peer pressure resistance training versus establishing conservative norms. Preventive Medicine. 20, 414-430. 

5. Vinokur, A.D., et al. (1997). Mastery and inoculation against setbacks as active ingredients in the JOBS intervention for the unemployed. Journal of Consulting and Clinical Psychology, 65(5), 867-877. 

April 25 and 27 Mediation #3 

Special Topics: Longitudinal mediation models. Experimental designs to study mediation, mediation with categorical outcomes, power to detect mediated effects, and causal analysis of mediated effects. 
1. West, S. G. & Aiken, L. S. (1997). Towards understanding individual effects in multiple component prevention programs: Design and analysis strategies. In K. Bryant, M. Windle, and S. West (Eds.), New methodological approaches to prevention research. Washington, D.C.: American Psychological Association. 

2. Holland, P. W. (1988). Causal inference, path analysis, and recursive structural equation models. Sociological Methodology, 18, 449-484. 

May 2: Summary and Future Directions in Prevention Research Methods 

Wednesday, May 11: Paper due 

*Note: This syllabus may change. 

