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Chapter 1
Introduction
1.1   Utilitarianism: The good and the bad 

1.2   The plan for the rest of the book
1.3   My aims
1.4   Objective oughts and objective reasons
1.5   Conventions that I’ll follow throughout the book
§1.1
Utilitarianism: The good and the bad
Let me start with a confession. I used to be a hardcore utilitarian. According to utilitarianism, an act is morally permissible if and only if it maximizes aggregate utility.
 And I held, rather simplistically, that aggregate utility just consists in the net sum of pleasure minus pain. What made me a hardcore utilitarian was my unapologetic stance regarding utilitarianism’s counterintuitive implications. When someone would ask, “So, do you think that it’s permissible to torture an innocent child if this would maximize aggregate utility?”, I would respond: “It’s not just permissible; it’s obligatory!” That’s the kind of simplistic and unapologetic utilitarian that I was. My views have, I would like to think, matured since then. Eventually, utilitarianism’s counterintuitive implications were too much for even me to stomach. 
What led to my conversion? It was not, as one might suppose, the sorts of counterintuitive implications that are typically cited in today’s philosophy lectures and textbooks. Although it is often cited as one of utilitarianism’s most counterintuitive implications, I don’t find it utterly absurd to suppose that agents are, other things being equal, permitted to commit one murder (which I’ll define as the intentional killing of an innocent person) so as to prevent five murders. After all, the state of affairs in which five murders have been committed is, other things being equal, five times as bad as the one in which only one murder has been committed. Nor do I find it utterly absurd to suppose that agents are morally required to do some very demanding things—such as, donate all their disposable income to hunger-relief organizations—if this will save hundreds of children from starving to death. After all, an agent’s material wealth is not nearly as important as the lives of hundreds of children. 
What soured me on utilitarianism were not these counterintuitive implications, but the following two. First, utilitarianism implies that agents are morally required to commit murder whenever doing so will maximize aggregate utility, and, thus, even when the net gain would be quite small, even as small as one utile.
 And let me just stipulate that a utile is the smallest possible unit of utility: equivalent to someone’s experiencing the mildest of pleasures for the briefest of moments. Second, utilitarianism implies that agents should sacrifice, not only their disposable income, but even their own lives and the lives of those whom they most love whenever doing so will maximize aggregate utility, and, thus, even when the net gain would be as small as one utile.
 I find these implications utterly absurd. 
I find them utterly absurd, for I find it incredible to suppose that such miniscule gains in the aggregate utility could be sufficient to make it reasonable to perform such acts. Of course, I acknowledge that agents have some reason to maximize aggregate utility, but it seems that they have other reasons as well. For instance, it seems that I have a reason to preserve my own life apart from whether or not my doing so would maximize aggregate utility. And it seems that I also have a reason to refrain from murder apart from whether or not my doing so would maximize aggregate utility. What’s more, it seems that these other reasons sometimes decisively oppose the reason that I have to maximize aggregate utility. If, for instance, my choice is between saving my own life (and let me tell you that it’s a good one) and saving some stranger’s life, and the only thing that speaks in favor of saving the stranger is that this would result in there being one more utile overall, then it seems to me that I have not just sufficient, but decisive, reason to save my own life. The reason I have to favor my own life over that of some stranger’s outweighs the reason I have to maximize aggregate utility, for a net gain of one utile is simply not enough to rationally justify sacrificing my own life. Yet utilitarianism requires that I make such an unreasonable sacrifice.
The fact that utilitarianism sometimes requires agents to act contrary to what they have decisive reason to do leads me to reject utilitarianism, for I believe that morality is rationally authoritative—that is, I believe that moral requirements are requirements of reason. Moral requirements seem to do more than just tell us how we must act in order to comply with certain rules. More importantly, they tell us how we must act if we are to act as we ought to (all things considered). In this respect, morality differs from many other codes of conduct. Take the law, for instance. The law tells us how we must act in order to comply with certain legal rules, but it doesn’t necessarily tell us how we ought, or have most reason, to act—at least, not all things considered. Indeed, there are times when we ought, all things considered, to violate the rules of law, as when one needs to get one’s injured child to the emergency room as quickly as possible and can safely proceed through some intersection against the red light. But, unlike legal requirements, moral requirements do seem to specify requirements of reason. Thus, I reject any moral theory, such as utilitarianism, that requires agents to act contrary to the requirements of reason.  

Although I reject utilitarianism, there is, I admit, something quite compelling about it. At utilitarianism’s core is a certain compelling idea that explains why I and others have been led to accept it in spite of its wildly counterintuitive implications. The compelling idea seems to be that an act’s deontic status is determined by the agent’s reasons for preferring its outcome (where this includes everything that would be the case were the act to be performed) to those of the available alternatives such that it can never be morally wrong for her to act so as to bring about the outcome that she has most reason to want to obtain.
 Since actions are the means by which agents affect how things go, it’s only natural to suppose that how an agent should act depends on how she should want things to go. Thus, if she has most reason to want the world to turn out one way rather than another way, then she has most reason to act so as to ensure that it turns out that way rather than the other way.
 If, for instance, she ought to prefer the world in which she has performed x to the one in which she has performed y, then she has more reason to perform x than to perform y. When this teleological conception of reasons is combined with the idea that moral requirements are requirements of reason such that it is never morally wrong for an agent to do that which she has most reason to do, we get the compelling idea that it is never morally wrong for an agent to act so as to bring about the outcome that she has most reason to want to obtain.
So I’m torn. On the one hand, it seems to me that utilitarianism cannot be right insofar as it sometimes requires agents to act in ways that are contrary to reason. On the other hand, I find utilitarianism’s core idea—that how we ought to act is determined by how we ought to want things to go—compelling. This book attempts to resolve the conflict. My hope is that the conflict can be resolved by accepting utilitarianism’s teleological conception of reasons while rejecting its view that what each agent has most reason to want is that aggregate utility be maximized.
 In adopting a more plausible view about what agents ought to want, I hope to end up with a substantive moral theory that embodies utilitarianism’s teleological conception of reasons while avoiding nearly all, if not all, of its counterintuitive implications. This substantive moral theory is what I call commonsense consequentialism, and it is the view that I’ll be defending. Unfortunately, though, there is a lot of ground that I must cover before I will be able to state the view with sufficient clarity and precision. In the meantime, I’ll settle for mapping out the course ahead.
§1.2
The plan for the rest of the book

In the next chapter, Chapter 2, I’ll argue against traditional act-consequentialism: the view according to which an act is morally permissible if and only if it maximizes the (impersonal) good. Utilitarianism is but one species of this view, but, as I show, the whole genus is susceptible to the same counterargument that I sketched above.
 That is, all traditional versions of act-consequentialism, and not just utilitarianism, are guilty of requiring agents to act contrary to what they have most reason to do. We should, therefore, reject all traditional versions of act-consequentialism, for, as I’ll argue, we should accept moral rationalism: the view an act’s deontic status is determined by the agent’s reasons for and against performing it, such that she can be morally required to do only what she has most reason to do, all things considered. 
Interestingly, although moral rationalism leads us to reject all traditional versions of act-consequentialism, it also compels us to accept act-consequentialism, more generally—the view that an act’s deontic status is determined by the agent’s reasons for and against preferring its outcome to those of the available alternatives. Or at least it does when conjoined with the teleological conception of reasons. Very briefly, it does so via the following argument: 

1.1
An act’s deontic status is determined by the agent’s reasons for and against performing it, such that, if a subject, S, is morally required to perform an act, x, then S has most reason to perform x.
 (Moral Rationalism)

1.2
The agent’s reasons for and against performing an act are determined by her reasons for and against preferring its outcome to those of the available alternatives, such that, if S has most reason to perform x, then, of all the outcomes that S could bring about, S has most reason to desire that x’s outcome obtains. (The Teleological Conception of Practical Reasons) 

1.3
Therefore, an act’s deontic status is determined by the agent’s reasons for and against preferring its outcome to those of the available alternatives, such that, if S is morally required to perform x, then, of all the outcomes that S could bring about, S has most reason to desire that x’s outcome obtains.
 (Act-Consequentialism
)

Of course, it may seem strange to equate act-consequentialism with 1.3, but one of the things that I argue in Chapter 2 is that act-consequentialism is best construed as a theory that ranks outcomes, not according to their impersonal value, but according to how much reason the agent has to desire that each obtains.
In Chapter 3, I explain and defend the teleological conception of practical reasons (i.e., 1.2 above). I begin by explaining why my statement of the teleological conception of (practical) reasons differs from that of some of its critics (e.g., T. M. Scanlon and Elizabeth Anderson) in eschewing talk of both value and desirability. I then proceed to clear up some common and potential misconceptions about the view. I also rebut Scanlon’s putative counterexamples to the teleological conception of reasons, cases where putatively “many of the reasons bearing on an action concern not the desirability of outcomes but rather the eligibility or ineligibility of various other reasons” (Scanlon 1998, p. 84). I conclude the chapter by arguing that we should accept the teleological conception of reasons, because it has the unsurpassed ability to systematize our considered convictions about practical reasons.

In Chapter 4, I try both to motivate and to undertake what’s known as the consequentializing project: the project of accommodating, under an act-consequentialist framework, the sorts of intuitive deontic verdicts that are typically thought to be compatible with only nonconsequentialist theories. I argue that, when both ‘outcome’ and ‘act-consequentialism’ are broadly construed, it turns out that any remotely plausible nonconsequentialist theory can be consequentialized. The recipe for consequentializing a nonconsequentialist theory is simple: Take whatever considerations that the nonconsequentialist theory holds to be relevant to determining the deontic statuses of actions and insist that those considerations are relevant to determining the proper ranking of outcomes. In this way, the consequentialist can produce a ranking of outcomes that when combined with her criterion of rightness yields the same set of deontic verdicts that the nonconsequentialist theory yields. The motive for consequentializing is, as I explain, to arrive at a moral theory that comports with our considered moral convictions without having to forfeit, as nonconsequentialist theories do, the compelling idea that an act’s deontic status is determined by the agent’s reasons for preferring its outcome to those of the available alternatives such that it can never be morally wrong for her to act so as to bring about the outcome that she has most reason to want to obtain. 

In Chapter 5, I continue with the consequentializing project by defending a rather peculiar version of act-consequentialism, which I call dual-ranking act-consequentialism: 
DRAC
S’s performing x is morally permissible if and only if, and because, there is no available act alternative that would produce an outcome that S has both more moral reason and more reason, all things considered, to want to obtain than to want x’s outcome to obtain. 
Unlike more traditional versions of act-consequentialism, DRAC doesn’t take the deontic status of an action to be a function of some evaluative ranking of outcomes.
 Rather, it takes the deontic status of an action to be a function of a non-evaluative ranking that is in turn a function of two auxiliary, evaluative rankings: namely, (1) a ranking of outcomes in terms of how much moral reason the agent has to want each of them to obtain and (2) a ranking of outcomes in terms of how much reason, all things considered, the agent has to want each of them to obtain. I argue that DRAC is promising in that it can accommodate certain features of commonsense morality that no single-ranking version of act-consequentialism can accommodate: viz., supererogation, agent-centered options, and the self-other asymmetry. 
I spend the bulk of the chapter defending DRAC against the charge that its dual-ranking structure is unmotivated. I argue that DRAC’s dual-ranking structure is forced upon the act-consequentialist given that non-moral reasons can successfully counter moral reasons and thereby prevent them from giving rise to moral requirements.
 For I argue that what an agent is morally obligated to do isn’t simply a function of what the balance of moral reasons supports her doing, nor is it a function of only what the balance of all reasons (moral and non-moral) supports her doing. It is, rather, a function of both. An act is morally obligatory if and only if it’s what the agent has both most moral reason and most reason, all reasons considered, to do.
In Chapter 6, I defend DRAC and its way of accommodating agent-centered options against Shelly Kagan’s objection that if we defend the existence of agent-centered options by arguing that one’s reasons for promoting one’s own interests can successfully counter the moral reasons that one has for doing what’s best for others, then what we end up with is a rational requirement to promote one’s own interests, whereas what we wanted was both a moral, and a rational, option either to promote one’s own interests or to do what’s best for others (1991). Contrary to Kagan, I argue that we don’t end up with a rational requirement to promote one’s own interests—at least, we don’t if we adopt, as I argue we should, a certain theory of objective rationality, viz., rational securitism. According to rational securitism, the rational status of an individual action is a function of the role that it plays in some larger plan of action that unfolds over time, and this plan of action, which contains multiple actions performed at various times, is to be evaluated not with respect to whether the agent will be able to perform all of the corresponding parts of the plan when the time comes, but with respect to whether, in embarking on the plan now, the agent will be able to secure that she will, when the time comes, perform all of the corresponding parts of the plan.
 
I argue that accepting rational securitism not only allows us to meet Kagan’s objection, but also allows us to account for what Joseph Raz calls the basic belief: the belief that, in most typical choice situations, the relevant reasons do not require performing some particular alternative, but instead permit performing any of numerous alternatives (1999, p. 100). What’s more, I argue that moral securitism, which is the moral analogue of rational securitism, offers a better account of how agents morally ought to act when their future actions are not fully under their present deliberative control than either of its two main rivals—actualism and possibilism—do.
 
In Chapter 7 (the concluding chapter), I spell out what I take to be the most plausible version of consequentialism: viz., commonsense consequentialism. I state the argument for it and explain some of the advantages it has over traditional versions of consequentialism. In the process, I argue that the best version of consequentialism will: (1) evaluate sets of actions and not just individual actions, (2) presuppose (moral) securitism as opposed to actualism or possibilism, (3) index permissions and obligations to times, and (4) possess a dual-ranking structure on the model of dual-ranking act-consequentialism (DRAC). As we’ll see, though, commonsense consequentialism, unlike DRAC, is a version of indirect consequentialism, not act-consequentialism. Thus, on commonsense consequentialism, the moral permissibility of an individual action is determined not by how its outcome ranks relative to its alternatives, but by whether or not it is contained within some maximal set of actions whose outcome ranks at least as high as any of its alternatives. The resulting theory is one that can accommodate all the basic features of commonsense morality: imperfect duties, special obligations, supererogatory acts, agent-favoring options, agent-sacrificing options, agent-centered restrictions, and the self-other asymmetry. 
I end the chapter by summarizing what has been shown and explaining what remains to be shown. 
((
Before proceeding to Chapter 2, I will, in the following three sections, address three preliminary matters. In the next section, §1.3, I’ll state my aims: that is, what it is that I aim to accomplish in these pages. Then, in §1.4, I’ll explain the sense of ‘ought’ and ‘reason’ with which I’ll be primarily concerned. And, in the last section, §1.5, I’ll describe the conventions that I’ll be following throughout the book—conventions regarding citations, symbolic notation, the numbering of propositions, etc.  
§1.3
My aims
Ultimately, I’ll be arguing for a certain moral theory, which I call commonsense consequentialism. My aim, though, is not to convince anyone that commonsense consequentialism is the correct moral theory. That would be too ambitious, for the arguments that I’ll be presenting here are far from conclusive. In fact, I’m not confident that commonsense consequentialism is the correct moral theory myself. I certainly wouldn’t wager any significant sum of money on its being the correct moral theory. There are at least two reasons why I and others should withhold their full endorsement of the view even after taking account of all the arguments in the book. 

First, there will be some question as to whether commonsense consequentialism can, as I hope, avoid the sorts of counterintuitive implications that plague more traditional versions of consequentialism. Let me explain. Commonsense consequentialism holds that the deontic status of an action is a function of the agent’s reasons for preferring its outcome to those of the available alternatives. If, for instance, an agent ought to prefer the outcome in which she has saved her lover to the outcome in which she has instead saved two strangers, then, according to commonsense consequentialism, it can’t be that she ought to save the two strangers rather than her lover. But how do we know which outcome the agent ought to prefer? Unfortunately, very little has been written on the topic, and there is, as far as I know, no fully worked out theory concerning what agents have reason to want and to prefer.
 I certainly don’t have such a theory. I will, then, have nothing more than our pre-theoretical intuitions to appeal to in trying to determine what it is that agents have reason to want and to prefer. I’ll argue that these pre-theoretical intuitions support the contention that commonsense consequentialism avoids the sorts of counterintuitive implications that plague more traditional versions of consequentialism. But, admittedly, this is all rather speculative since I don’t have anything close to a fully developed theory about what agents have reason to want and to prefer. We should, therefore, withhold our full confidence in the view until these pre-theoretical intuitions have been vindicated by our best theory about what agents have reason to want and to prefer. 

Second, since I won’t, for lack of space, endeavor to conduct a thorough assessment of how commonsense consequentialism compares to its leading rivals, we can’t be confident that commonsense consequentialism is superior to its rivals. What I hope to do instead is to develop the theory as best I can and to present it as part of a coherent picture concerning our commonsense practical views—that is, as part of a coherent picture concerning our commonsense views about the nature and substance of both morality and rationality. Since I don’t have space here to make the necessary comparative assessments, I can’t claim that commonsense consequentialism does the best job of explaining and systematizing our various moral intuitions, nor that it does the best job of cohering with our other intuitions concerning practical matters; I can claim only that it does an excellent job in each case. 

My aim, then, isn’t to convince readers that commonsense consequentialism is the correct moral theory, but only to convince them that it is a promising moral theory—one that deserves to be taken seriously and one that is worthy of further consideration. If I succeed in achieving even this modest aim, I’ll be more than satisfied.

Although the primary aim of the book is to defend a particular consequentialist moral theory, the book will of interest to more than just those interested in consequentialism. Since I seek to defend commonsense consequentialism as part of a coherent whole concerning our commonsense views about the nature and substance of both morality and rationality, it should be of interest to anyone interested in metaethics and/or normative ethics. For beyond offering an account of morality, I offer accounts of practical reasons, practical rationality, and the objective/subjective obligation distinction. And beyond offering accounts of such ethical features as imperfect duties, supererogatory acts, agent-centered options, etc., I offer accounts of the relationships between reasons and value, value and desire, reasons and desire, and, most importantly, between reasons and morality.  

§1.4
Objective oughts and objective reasons
Throughout this book, I’ll be concerned with what agents objectively ought to do—that is, with what they ought to do given what the reason-providing facts about their choice situation happen to be, and so irrespective both of what they take those facts to be and of what their evidence suggests that those facts are likely to be. More precisely, an agent objectively ought to perform some particular alternative if and only if it’s the best alternative. The best alternative is not necessarily the one that would produce the best outcome. For to say that some alternative is the agent’s best alternative is just to say that it’s the alternative that she has most reason to perform, and, of course, it’s an open question whether an agent has most reason to perform the alternative that would produce the best outcome.
 Nevertheless, for the purposes of illustration, let’s suppose that, in some particular instance, what an agent has most reason to do is to maximize the good. In that case, what she objectively ought to do is to perform the alternative that would, in fact, maximize the good, and this is so even if she believes that some other act would maximize the good, even if her evidence suggests that some other act would maximize the good, and even if she reasonably believes that she ought to refrain from maximizing the good.

When I talk about an agent’s reasons, I’m talking about her objective reasons. To understand what an objective reason is, consider the following example. Suppose that Ronnie and Bradley have both been invited to the same party. At the party, there will be good food, great company, excellent music, and even some dancing. But whereas Ronnie enjoys dancing, Bradley doesn’t.
 And let’s suppose that neither Ronnie nor Bradley is aware of (or has any evidence for) the fact that there will be dancing at the party. Nevertheless, it seems that this fact counts as a reason (i.e., an objective reason) for Ronnie, but not for Bradley, to go to the party. As I would put it, Ronnie has an additional reason to go to the party—namely, that there will be dancing there. 

Some philosophers would balk at my putting it in this way. Although they would accept that there is an additional reason for Ronnie to go to the party in virtue of the fact that there will be dancing there, they would deny that Ronnie has this reason to go. On their view, we must distinguish between (i) the existence of a reason for S to perform x and (ii) S’s having a reason to perform x. On their view, S’s having a reason to perform x is a matter of S’s “possessing” that reason in virtue of bearing some epistemic relation to that reason, such as being aware of it or having sufficient evidence for it.
 I, by contrast, think that we can appropriately talk of S’s having a reason to perform x even if S is completely unaware of (and lacks any evidence for) any fact that counts in favor of S’s performing x. Let me note, though, that even if I’m wrong about this, I can say everything I want to say only using different words. So if I’m wrong about this, then throughout the book I’ll need to replace all talk of S’s having a reason, more reason, most reason, or decisive reason to ϕ with talk of there being a reason, more reason, most reason, or decisive reason for S to ϕ. And, thus, with regard to the objective sense of ‘ought’, I would need to say ‘S objectively ought to perform x if and only if there is most reason for S to perform x’ as opposed to ‘S objectively ought to perform x if and only if S has most reason to perform x’. But since I think that it’s perfectly fine to talk about S’s having a reason to do x even in those instances in which S is unaware of (and lacks any evidence for) any fact that counts in favor of S’s performing x, I will continue to talk and write in this way. If some readers object, they can make the appropriate substitutions throughout the book. 

Returning now to ‘ought’, we can better understand the objective sense of ‘ought’ by noting that we use ‘ought’ in this sense both when we wonder whether we ought to act as we believe that we should and when we assess, on the basis of 20/20 hindsight, whether we ought to have acted as we did. To illustrate, suppose that I’m trying to defuse a bomb and that I’m not sure whether it is the red or the green wire that I should cut. That is, I’m not sure which one I must cut in order to deactivate it and which one, if cut, will detonate it. Even if the evidence that’s available to me strongly supports my contention that cutting the green wire will deactivate the bomb, I may still wonder whether I ought to do so. Indeed, as I reach out to cut the green wire, I may wonder aloud: “Is this really what I ought to be doing.” Now let’s suppose that after cutting the green wire I wake up in the hospital, for, as it turns out, I needed to have cut the red wire to deactivate it. I may, then, say to myself: “I ought to have cut the red wire.” In both of these two quoted sentences, I would be using ‘ought’ in what I’m calling the objective sense.


We can talk not only about what an agent objectively ought to do, but also about what she is objectively required to do and about what she is objectively permitted (or not permitted) to do.
 An agent is objectively required to perform an act if and only if she has decisive reason to perform that act. And she is objectively permitted to perform an act if and only if she does not have decisive reason to refrain from performing it. 


Thus far, I’ve been talking about a particular objective ‘ought’: the ‘ought’ of objective rationality—that is, the ‘ought’ that concerns what an agent has most reason to do, all things considered. There is also, however, an objective moral ought. An agent objectively morally ought to perform some particular alternative if and only if it’s the morally best alternative—that is, the one that she has most moral reason to perform. Furthermore, an agent is objectively morally required to perform an alternative if and only if she has decisive moral reason to perform that alternative. And she is objectively morally permitted to perform an alternative if and only if she does not have decisive moral reason to refrain from performing it. The reader should assume that, throughout the book, I’m talking either about what agents objectively morally ought to do or about what agents objectively ought to do, all things considered—unless, of course, I explicitly state otherwise.


Although my focus will be on the objective ‘ought’, I don’t claim that this is the only ‘ought’.
 Nor do I claim that it is the one that directly guides us in our first-person deliberations about what to do. Indeed, it’s not, for we can base our first-person practical deliberations only on what we think is the case, not on what is, in fact, the case.
 Furthermore, there is, at most, only a tenuous connection between an agent’s being objectively morally required to perform an act and its being appropriate to advise her to perform it and/or to blame (or otherwise criticize) her for failing to perform it.
 So I readily admit that the objective ‘ought’ is neither the one that figures most prominently in our first-person practical deliberations nor the one that figures most prominently in to our everyday practices of blaming and advising. Nevertheless, objective oughts and reasons are of the utmost importance, for they are more fundamental than subjective oughts and reasons—or so I shall argue. But, first, let me explain why the objective ‘ought’ is not the one that figures most prominently in our first-person practical deliberations or in our everyday practices of blaming and advising. To see this, it will be helpful to consider the following example, which I borrow, with some minor revisions, from Derek Parfit (2011):
Mine Shafts: A hundred miners are trapped underground in one of two mine shafts. Floodwaters are rising, and the miners are in danger of drowning. Sally can close one of three floodgates. Depending both on which floodgate she closes and on which shaft the miners are in, the results will be one of the following six possible outcomes, labeled o1-o6:






   


    The miners are in…










 Shaft A



Shaft B





Gate 1
o1: Sally saves 100 lives
o2: Sally saves no lives


Sally closes…
Gate 2
o3: Sally saves no lives
o4: Sally saves 100 lives

   



Gate 3
o5: Sally saves 90 lives
o6: Sally saves 90 lives

Sally doesn’t know which shaft the miners are in, but she knows all the above as well as the fact that, given the available evidence, there is a 50% (subjective) chance that the miners are in Shaft A as well as a 50% (subjective) chance that the miners are in Shaft B. As a matter of fact, though, the miners are in Shaft A. 



It’s clear that Sally objectively ought to close Gate 1, for Sally should, in this instance, do whatever would bring about the best available outcome, and o1 is the best available outcome given that the miners are in Shaft A. Nevertheless, Sally, being a morally conscientious person, closes Gate 3. She closes Gate 3 even though she knows that closing Gate 3 is not what she objectively ought to do. She knows that there’s a 50% chance that she objectively ought to close Gate 1 as well as a 50% chance that she objectively ought to close Gate 2, but absolutely no chance that she objectively ought to close Gate 3. 

We may wonder, though, why a morally conscientious person would do what she knows that she objectively ought not to do. The answer lies with the fact that a morally conscientious person will be concerned not only with whether or not her acts are (objectively) morally permissible but also with how morally good/bad her morally permissible/impermissible acts are.
 Some morally permissible acts are much better than others. For instance, spending the afternoon volunteering for Oxfam is morally better than wasting the afternoon getting drunk, but both may be morally permissible. And some morally impermissible acts are much worse than others. For instance, committing genocide is much worse than telling a little lie, and killing someone with malice aforethought is morally worse than accidently, but negligently, hitting someone. 

In light of the fact that permissible/impermissible acts come in varying degrees of moral goodness/badness, a morally conscientious person will do what she knows to be objectively wrong when she knows that trying to do what’s objectively right risks committing a much graver wrong.
 Thus, Sally closes Gate 3, knowing that this is objectively wrong. She does so because she knows that were she to try to do what’s objectively right by closing either Gate 1 or Gate 2, she risks saving no one. And although saving only 90 miners is just as objectively wrong as saving no one, the latter is a much graver wrong.
 Thus, being a morally conscientious person, Sally saves 90 miners rather than risk saving none. So, as the above example illustrates, the objective ‘ought’ is not the one that directly guides the first-person practical deliberations of morally conscientious persons.


The above example also illustrates how it can be inappropriate to blame (or otherwise criticize) someone for doing what’s objectively wrong as well as how it can be appropriate to blame someone for doing what’s objectively right. We would not, for instance, blame Sally for closing Gate 3 even if she did so knowing that this was objectively wrong. But we would blame her for closing Gate 1 even though this is objectively right. We would blame her, because, in closing Gate 1, she would be taking an unacceptable risk—a risk that no morally conscientious person would take. Since we think that it is subjectively wrong to take such risks, we would blame her for closing Gate 1.
 The objective ‘ought’, then, is not the one that is most directly relevant to our assessments of blame.
  


What about advice? Isn’t there some essential connection between what a fully informed and well-meaning advisor would advise an agent to do and what that agent objectively ought to do? This is what some philosophers claim, but they are mistaken.
 For one, whether a fully informed and well-meaning advisor should advise an agent to act as the agent objectively should depends on how the agent would react to the advice. If, for instance, the advisor knows that the agent would do the opposite of whatever she advises, she should, perhaps, advise the agent to do the opposite of what she objectively ought to do. And note that even here the connection is somewhat tenuous as the qualifier ‘perhaps’ is meant to indicate, for whether a fully informed and well-meaning advisor should advise an agent to do x (even assuming that the advice will be taken) depends on whether advising that agent to do x is the advisor’s best alternative, not on whether x is the agent’s best alternative, and it’s only the latter that determines what the agent objectively ought to do. 

To illustrate, suppose that, in Mine Shafts, a fully informed and well-meaning advisor named Rick is in a position to advise Sally which gate to close. Further suppose that the evil, but trustworthy, Boris has promised Rick that unless he advises Sally to close Gate 2, he’s going to kill a thousand other innocent people. In this case, it seems that Rick should advise Sally to do what’s objectively wrong, viz., to close Gate 2. So, from the fact that Rick, a fully informed and well-meaning advisor, ought (in every sense) to advise Sally to do x, it does not follow that Sally objectively ought to do x.


It may seem, though, that at least this much is true: if Sally objectively ought to do x, then Rick ought to advise Sally to do x if his doing so would have the direct effect of causing Sally to do x and no other direct effects, such as causing Boris to kill a thousand other innocent people.
 But even this much is debatable, for we might think that whereas what Rick ought to do depends on what’s his best alternative, what Sally ought to do depends on what’s her best alternative. And it may be that, although the best alternative for Rick is to advise Sally to do x, x is not Sally’s best alternative. 

To illustrate, consider a different case—one that again involves Rick in the role of advisor and Sally in the role of advisee, but one that doesn’t involves any miners. Suppose that, in this new case, Rick must advise Sally either to hit or to refrain from hitting her daughter. Assume that this is the only issue on which Rick can advise Sally and that Sally will hit her daughter if and only if Rick advises her to do so. Further suppose that if Sally doesn’t hit her daughter, she’s going to kill her son. Assume that she could refrain both from hitting her daughter and from killing her son, as all she needs to do is to decide now to go straight to the gym and get her aggression out by hitting a punching bag. But since Sally has no intention of going to the gym, what she would do if she refrains from hitting her daughter is kill her son.
 

Now, Rick’s best alternative is to advise Sally to hit her daughter, for the only alternative available to him is to refrain from giving her this advice; in which case, Sally will do much worse, killing her son. In fact, no matter what Rick does, Sally is going to hurt one of her two children. Given this, the best alternative for Rick is to advise Sally to hit her daughter—at least, that way no one gets killed. But, unlike Rick, Sally can ensure that she doesn’t hurt anyone. All she has to do is to decide now to go the gym and get her aggression out by hitting a punching bag. So Sally’s best alternative involves her venting her anger, not on her children, but on some punching bag. Here, then, is a case where the best alternative for Rick is to advise Sally to hit her daughter and yet Sally’s hitting her daughter is not her best alternative. We might conclude, therefore, that sometimes an advisor should advise an advisee to do something that the advisee objectively ought not to do (Feldman 1986, p. 56).
    


We’ve seen, then, that whether an agent objectively ought to do x is not what’s most important in determining whether it’s appropriate to blame her for doing x or even in determining whether one should advise her to do x. We’ve also seen that the objective sense of ‘ought’ is not the one that figures most prominently in our first-person deliberations about what to do. The reason we can’t base our first-person practical deliberations on what we objectively ought to do is that we are always to some degree uncertain about what we objectively ought to do.
 There are two sources for such uncertainty: non-normative uncertainty (i.e., uncertainty about matters of non-normative fact) and normative uncertainty (i.e., uncertainty about matters of normative fact).
 Given uncertainty about such matters, we sometimes subjectively ought to do what we know to be objectively impermissible. This follows given the following plausible principle: 

P1
If an agent believes that her ϕ-ing has more expected deontic value than any other available alternative, then she subjectively ought to ϕ.
 
The deontic value of an act is a measure of how much (objective) reason there is to perform it, and we get the expected deontic value of an action “by multiplying the subjective probability that some practical comparative is true by the [deontic] value of that action if it is true, doing the same for all other practical comparatives, and adding up the results”—practical comparatives are anything of the form: the balance of reasons favors S’s doing x as opposed to y (Sepielli 2009, pp. 7 & 11).
 

To illustrate the plausibility of P1, we need only look to examples such as Mine Shafts. Sally knows that closing Gate 3 is objectively impermissible. But she also knows that closing Gate 3 is the alternative with the highest expected deontic value, for Sally is, we’ll assume, certain that the balance of reasons favors her closing whichever gate would result in the most miners being saved. Given her certainty with regard to this normative fact, we can represent the expected deontic value of each of her alternatives simply as a function of the probability that the miners are in a particular shaft multiplied by the number of miners that would be saved by her closing a given gate on the assumption that they’re in that shaft, which is what I’ve done in Table 1.1. Since Sally knows that her closing Gate 3 has the highest expected deontic, it is, given P1, subjectively wrong for Sally to do anything but close Gate 3.

Table 1.1

Alternative 


Expected Deontic Value


Closing Gate 1

(.5 x 100) + (.5 x 0) = 50

Closing Gate 2

(.5 x 0) + (.5 x 100) = 50


Closing Gate 3

(.5 x 90) + (.5 x 90) = 90

Of course, P1 isn’t the only plausible principle concerning what an agent subjectively ought to do. The following principles are also plausible:


P2
If an agent believes that her ϕ-ing is an atomic act (that is, a positive act that is not equivalent to the disjunction of two relevantly different positive acts), that she is objectively required to ϕ, and that there is little to no chance that she is objectively required to refrain from ϕ-ing, then she is subjectively required to ϕ.


P3
If an agent believes that there is a fair chance that her ϕ-ing is objectively wrong and that there is no chance that her refraining from ϕ-ing is objectively wrong, and if there is little to no chance that her refraining from ϕ-ing would, on balance, be worse for her or for others than her ϕ-ing, then she is subjectively required to refrain from ϕ.

P4
If an agent believes that she is likely to face the choice of whether or not to ψ, that whether or not she is objectively required to ψ depends on whether or not p is true, and that by ϕ-ing she could come to be in a better epistemic position with respect to p, then she is, other things being equal, subjectively required to ϕ. 
 
Of course, this list isn’t meant to be exhaustive, and I don’t have any systematic account of such principles. Nevertheless, it seems clear that any plausible, informative principle of this sort is going to need to appeal, as do P1-P4, to some objective normative notion, such as, the notion of what an agent has objective reason to do, the notion of what an agent objectively ought to do, or the notion of what an agent is objectively required to do. Those that don’t appeal to any such objective normative notion will, I believe, turn out to be either implausible or uninformative.
 To illustrate the former vice, take the following principle: 


P5
It is subjectively permissible for an agent to ϕ if and only if her ϕ-ing would maximize expected utility. 
This principle is implausible and not just because (objective) utilitarianism is implausible. Even if we were to grant (objective) utilitarianism—the view according to which it is (objectively) permissible for an agent to ϕ if and only if her ϕ-ing would maximize utility, P5 would still be implausible and precisely because it fails to appeal to the agent’s (reasonable) beliefs about objective normative notions. 

To illustrate, suppose that Peter is considering whether to murder Smith. Assume that Peter’s murdering Smith would maximize both actual and expected utility, as Smith’s organs could then be used to save Jones. But assume that Peter’s refraining from murdering Smith would also maximize both actual and expected utility, for the actual and expected utility in saving Jones would only just offset the actual and expected disutility in murdering Smith. Assume, then, that the two options are tied for first-place with regard to both actual and expected utility. Assume that Peter justifiably believes there is no chance that his refraining from murdering Smith is objectively wrong and that there is some subjective chance (whatever subjective chance there is that utilitarianism is false) that murdering Smith is objectively wrong. Assume that Peter’s refraining from murdering Smith is, on balance, no worse for him or for others than his murdering Smith. Lastly, assume that Peter is in “the normal frame of mind” and thus is morally blameworthy (and/or rationally criticizable) for any subjectively impermissible acts that he performs.
 

In this case, P5 implies that Peter’s murdering Smith is subjectively permissible and, thus, not blameworthy. But, surely, given Peter’s reasonable uncertainty with respect to utilitarianism’s correctness, Peter would be blameworthy for murdering Smith. In murdering Smith, Peter would be taking a big subjective risk of doing what is objectively wrong. And there is no good reason for Peter to take such a risk. After all, his refraining from murdering Smith carries no subjective risk of doing what is objectively wrong. And his refraining from murdering Smith is, on balance, no worse for him or for others than his murdering Smith. Thus, it seems that P3, not P5, gives the most plausible verdict in this sort of case. Whereas P5 implausibly implies that Peter’s murdering Smith is subjectively permissible, P3 rightly implies that Peter’s murdering Smith is subjectively impermissible. So, given the plausibility of principles such as P3, it seems that principles, such as P5, that seek to provide substantive answers about what agents subjectively ought to do without appealing to any objective normative notion are all going to turn out to be implausible.
 

As I’ve just suggested, the point about the implausibility of P5 generalizes. To illustrate, suppose that F is some feature of actions that doesn’t appeal to any objective normative notion. Suppose, for instance, that ‘F’ stands for ‘an act that would cause the death of a serial murderer’. Any principle that holds that an agent subjectively ought to ϕ if ϕ is F (or if the agent believes that ϕ is F) is going to be implausible precisely because it doesn’t appeal to the agent’s beliefs about some objective normative notion. Unless the agent believes that she objectively ought to perform acts that are F, it can’t be that she subjectively ought to perform acts that are F (or acts that she believes that are F). For if she, instead, believes that she objectively ought to refrain from performing acts that are F, then it will be false that she subjectively ought to perform acts that are F (or acts that she believes that are F). So, again, we find that any plausible, informative principle about what an agent subjectively ought to do must appeal to the agent’s beliefs about some objective normative notion.

Of course, I would admit that the following sorts of principles are plausible even though none of them appeal to any objective normative notion: 


P6
It is subjectively permissible for an agent to ϕ if and only if it is not subjectively impermissible for her to ϕ. 

P7
An agent subjectively ought to ϕ if and only if she has most subjective reason to ϕ.


P8
An agent is subjectively required to ϕ if and only if she has decisive subjective reason to ϕ. 
But although these principles are plausible (indeed, tautological), they are also completely uninformative. They don’t provide any substantive answers regarding what agents subjectively ought to do. Thus, it seems that all principles about what agents subjectively ought to do that fail to appeal to some objective normative notion turn out to be either implausible in the way that P5 is or uninformative in the way that P6-P8 are. 


It seems, then, that objective normative notions are more fundamental than their subjective counterparts, for we can arrive at plausible, substantive answers about the latter only by appealing to the former. What’s more, it seems that, given P4, we have a prima facie obligation to do what we can to dispel as much of this normative uncertainty regarding these objective normative notions as possible by theorizing both about what we have objective reason to do and about what we objectively ought to do. This is what I aim to do in this book, and it is, as I’ve just shown, a project of fundamental importance.    
§1.5
Conventions that I’ll follow throughout the book

Sections, subsections, and tables will be numbered according to the chapter in which they appear. Thus, §3.2 is the second section of Chapter 3, §§3.2.1 is the first subsection of §3.2, and Table 4.1 is the first table in Chapter 4. Major propositions will initially be set off from the rest of the text by additional line spacing above and below. These propositions will either be given an abbreviation, such as ‘MR’ for ‘moral rationalism’, or be numbered according to the chapter in which they appear. Thus, 2.11 refers to the eleventh numbered proposition of Chapter 2. These numbers and abbreviations will appear in boldface type in their first appearance. The use of lowercase letters will indicate specific instances of a more general proposition. Thus, 4.1a and 4.1b are both instances of 4.1. 

References in the text and footnotes to works cited in the bibliography are given by the author’s last name, appearing in small capitals, and the year of publication. For instance, ‘Scanlon 1998’ refers to Thomas Scanlon’s What We Owe to Each Other, which was published in 1998. See the bibliography for complete bibliographic information.

The act-tokens available to a given subject, S, will be labeled a1, a2, …, an. Their corresponding outcomes will be labeled o1, o2, …, on. Times will be labeled t0, t1…tn, where t0 refers to the present. Since acts are rarely, if ever, performed in an instant, we should assume that, when I write, say, ‘S performed a1 at t3’, ‘t3’ refers to the interval of time over which S performed a1.

An agent’s act alternatives consist in the set of mutually exclusive and jointly exhaustive act-tokens that are available to her at a given time.
 This will always include the act of “doing nothing”—that is, the act of intentionally remaining motionless. The act of refraining from performing some act (type or token) is never itself an act-token but is always an act-type, which can be instantiated by numerous act-tokens.
 I’ll refer to the “act” of refraining from performing a specific act using the tilde (~). Thus, ‘S performs ~a1’ stands for ‘S refrains from performing a1’. I’ll use A1, A2, …, An to designate act-types, such as lying, cheating, stealing, etc. These consist in sets of all and only those act-tokens that fall under the relevant descriptions. I’ll use O1, O2, …, On to designate the sets of outcomes corresponding to all and only those act-tokens in A1, A2, …, An, respectively. 

In addition to act-tokens and act-types, there are also act-sets. An act-set is a set of one or more acts (types or tokens) that are all jointly performable by a single agent. The acts in the set may be simple or compound, synchronous or asynchronous, consecutive or inconsecutive. I’ll use α1, α2, …, αn to designate act-sets. I’ll use ‘ai’, ‘oi’, ‘ti’, ‘αi’, ‘Ai’, and ‘Oi’ as variables ranging over act-tokens, outcomes, times, act-sets, act-types, and sets of outcomes, respectively. Italicized letters, such as x, y, and z, will be used as variables that range over individual acts (be they types or tokens). I’ll sometimes use x1, x2, …, xn to designate distinct acts. Greek letters, such as ϕ, χ, and ψ, range over everything for which agents can have reasons, including beliefs, desires, act-tokens, act-types, and act-sets.

Technical terms and phrases will be defined as they come up and will be set off by italics in their initial appearance. Readers should consult the glossary if they ever need to be reminded of a definition. 


I will typically use ‘she’, ‘her’, and ‘hers’ as generic personal pronouns whenever the gender of the referent is unspecified, although I will occasionally use ‘he’, ‘him’, and ‘his’ as generic personal pronouns, as when I must do so in order to remain consistent with some quoted passage. I realize that this is far from ideal, but all the alternatives seem to me to be just as bad if not worse. 
� The aggregate utility produced by an act is the sum of all the utility it produces minus the sum of all the disutility it produces, where utility is a measure of whatever it is that enhances a subject’s welfare, and disutility is a measure of whatever it is that diminishes a subject’s welfare. An act maximizes aggregate utility if and only if there is no available alternative act that would produce more aggregate utility than it does. And note that I use ‘utilitarianism’ as shorthand for ‘maximizing act-utilitarianism’.


� For a similar objection, see W. D. Ross 1930, p. 35.


� This objection comes from Hooker 2000, pp. 151-152.


� Initially, this may not seem to be utilitarianism’s compelling idea, but see Chapter 2 for why I think that it is.


       All acts are either permissible or impermissible. All permissible acts are either optional or obligatory. And all optional acts are either merely permissible or supererogatory. These are the deontic statuses that an act can have. (As we’ll see, in Chapter 4, the idea that an act is supererogatory is, for me, solely a deontic notion and does not depend on whether its performance is, given the agent’s motives and intentions, praiseworthy.)


� Like many philosophers these days, I believe that not only are there reasons to intend to perform certain actions and to believe certain propositions, but also reasons to desire certain outcomes. See, for instance, Parfit 2011, Scanlon 1998, and Skorupski 2010. 


� At this point, one may object that although utilitarianism is committed to a certain view about what is good, it is not committed to any view about what agents ought to want. I address this worry in the next chapter.


� Utilitarianism (i.e., maximizing act-utilitarianism) is a species of traditional act-consequentialism (cf. Eyal 2008). Accordingly, utilitarianism is the view that holds both that traditional act-consequentialism is true and that an act maximizes the good if and only if it maximizes aggregate utility.


� At least one previous reader thought that it would be clearer if I substituted ‘in such a way that’ for ‘such that’. I don’t see the difference myself, but if it would makes things clearer, I would be happy to have the reader make this substitution here and throughout the rest of the book, as appropriate.


� This is written so as not to exclude satisficing versions of act-consequentialism, which deny that it is always obligatory to produce the highest ranked outcome. 


� Traditional act-consequentialism is a species of act-consequentialism. Accordingly, traditional act-consequentialism is the view that holds both that act-consequentialism is true and that an act produces the outcome that the agent has most reason to want to obtain if and only if it maximizes the good.


� An evaluative ranking of outcomes is a ranking in terms of the agent’s reasons (or some subset of her reasons) for preferring each outcome to the available alternatives.


� To say that the reasons to ϕ successfully counter the reasons to ψ is to say that the reasons to ϕ prevent the reasons to ψ from being decisive by, say, equaling, outweighing, undermining, or silencing them. Another possibility is that the reasons to ϕ are incommensurable with the reasons to ψ such that there is sufficient reason both to ϕ and to ψ.


� I thank an anonymous referee for this apt way of summarizing the view.


� The discussion of moral securitism actually doesn’t appear until Chapter 7.


� This, no doubt, is due to the influence that David Hume has had. Nevertheless, it is an assumption of this book that, contrary to Hume, reason is the master of, not a slave to, desire (see, e.g., Scanlon 1998, chap. 1),


� For an excellent discussion of this issue, see Hurley 2009, especially Chapter 5.


� I borrow this example from Schroeder 2007b. See Schroeder 2009 for more on the distinction between objective and subjective reasons as well as for more on the distinction between objective and subjective oughts. See also J. Ross 2006 (chaps. 7 & 8) for a useful discussion of this distinction.  


� See Schroeder 2008a for a critique of this view—cf. Lord 2010. I agree with the proponents of this view that there can be decisive reason for S to ϕ, and yet, if S lacks sufficient evidence for believing that this is so, then it would be unreasonable to expect her to ϕ or to criticize her for failing to ϕ.


� This suggests another way of getting a grip on the notion of what an agent objectively ought to do: S objectively ought to perform x if and only if performing x is what a normatively conscientious person would do if she faced S’s choice of alternatives and had certain knowledge of all the relevant normative and non-normative facts. And we could say, by contrast, that S subjectively ought to perform x if and only if performing x is what a normatively conscientious person would do if she were in the exact same situation that S is in, facing S’s choice of alternatives and all the normative and non-normative uncertainty that goes along with being in S’s epistemic position. This is more of a useful heuristic than a precise way of explicating the distinction between objective and subjective oughts. 


� Here, I’m using ‘ought to ϕ’ in a sense that doesn’t imply a requirement to ϕ. For instance, I may tell my dinner companion that she ought to try the duck, but, in so doing, I would not be claiming that she is in any sense required to try the duck. This sense of ‘ought’ can be called the advisory sense of ‘ought’. Another example of the advisory sense of ‘ought’ comes from Ferry 2009: “[Y]ou really ought to visit your mother on her birthday, but you have got to at least send a card.” See also McNamara 1996b. 


� I should note that I’m not committed to the view that, in ordinary English, the word ‘ought’ is ambiguous between an objective sense and a subjective sense. My view is only that we need to draw the distinction between objective and subjective oughts in order to make sense of various normative facts regardless of whether there is such a distinction in natural language or not. See J. Ross 2006, p. 210.


� Derek Parfit (2011) and Andrew Sepielli (2009) both make this point. 


� There is, however, an essential connection between an agent’s being objectively morally required to perform x and its being appropriate to blame her for freely and knowledgeably performing x—see § 2.5. 


� I borrow this point from Bykvist 2009.


� I use ‘right’ and ‘wrong’ as synonyms for ‘permissible’ and ‘impermissible’, respectively.


� Impermissibility doesn’t come in degrees; an act can’t be more (or less) impermissible than another—see, for instance, Alexander 2008. By contrast, the moral goodness of an act does come in degrees. Some morally impermissible acts are morally worse than others. To say that one act is morally worse than another is just to say that there is more moral reason to refrain from performing the one than to refrain from performing the other. Alastair Norcross (2006a, 2006b) has argued that if the rightness (permissibility?) of actions is determined by the goodness of their outcomes, then, since goodness is gradable, then rightness must be gradable as well. For a reply to Norcross, see Lawlor 2009a, Lawlor 2009b, and §5.5. 


� For a subtle and well-developed account of what does guide a morally conscientious person in her first-person practical deliberations, see Zimmerman 2008.


� Roughly speaking, an act is subjectively wrong if and only if an agent in the normal frame of mind would be blameworthy for performing it—see Gibbard 1990, pp. 44-45.


� Although the objective ‘ought’ is not the one that’s most salient to our assessments of blame, there is an essential connection between the objective ‘ought’ and blameworthiness—see §2.5.


� At times, Derek Parfit (2011) seems to make this mistake, equating what I objectively ought to do with what “any fully informed adviser ought to have told me that I ought to do.” Joshua Gert (2004, p. 140) gives an account of the objective rational status of an action in terms of its having consequences that virtually everyone could see as allowing “someone to sincerely advise someone else to do it.” Frank Jackson and Robert Pargetter (1986, p. 237) say, “If the right moral advice is to say no…, then what else can we conclude but that he [objectively] ought to say no?” And Jennie Louise (2009, p. 336) claims that it is my objective obligation that I ϕ in circumstances C “if and only if my fully informed and rational counterpart would advise me to ϕ in C.”


� We should allow, though, that her advice may have other indirect effects—i.e., the effects that Sally’s doing x would have.


� I’m using ‘could’ and ‘would’ in their ordinary senses. For instance, it seems perfectly natural for someone to say: “I could hit my child, but that’s not something that I would ever do.” 


� I’ll have much more to say about this sort of case in Chapter 7.


� For instructive and subtle accounts of what we ought (in some non-objective sense) to do when we don’t know what we ought to do in the objective sense, see Sepielli 2009, Sepielli 2010, and Zimmerman 2008. And see Bykvist 2009 and Moller 2009 for some poignant criticisms of Zimmerman 2008.


� I borrow this point along with this way of formulating the distinction between normative and non-normative uncertainty from Sepielli 2009.


� If the reader prefers, we could formulate this principle as well as the following principles in terms of what the agent ought to believe given her evidence as opposed to what she actually believes, as I’ve done here. In that case, the reader should just substitute ‘reasonably believes’ for ‘believes’ where appropriate. For why I’ve chosen to formulate these principles in terms of the agent’s actual beliefs as opposed to her reasonable beliefs, see H. M. Smith 2011.


� For a fuller account, see Sepielli 2009. To avoid confusion, I have substituted Sepielli’s term ‘objective value’ with Zimmerman’s less misleading term ‘deontic value’ (Zimmerman 1996, pp. 14-15). Regardless of which term we use, the notion to which it refers is meant to be a theory-neutral one. An act’s objective/deontic value is just a measure of how much (objective) reason there is for the agent to perform it. Thus, we can hold that an agent subjectively ought to do what has the highest expected deontic value without committing ourselves to any substantive view about what she objectively ought to do. Also, along with the notion of an act’s deontic value, there’s the notion of an act’s deontic moral value, which is a measure of how much moral reason there is for the agent to perform it. Thus, the moral analogue of P1 is: ‘If an agent believes that her ϕ-ing has more expected deontic moral value than any other available alternative, then she subjectively morally ought to ϕ’.


� This is based on a principle that comes from J. Ross 2006, p. 218. If we let ϕ range over negative acts (i.e., acts of refraining from performing some positive act) as well as positive acts, we would get the counterintuitive result that Sally is subjectively required to refrain from closing Gate 3 given that she knows that she is objectively required to refrain from closing Gate 3. And if we let ϕ range over disjunctive acts, we would get the counterintuitive result that Sally is subjectively required either to close Gate 1 or to close Gate 2, because she is objectively required either to close Gate 1 or to close Gate 2.


	Also, note that given this principle there is a sense in which objective norms are action-guiding. After all, the belief that one is objectively required to ϕ and that ϕ is an atomic act will, given P2, lead the normatively conscientious agent to believe that she is subjectively required to ϕ. And this, presumably, will lead her to ϕ. So even if our first-person practical deliberations are not directly based on our judgments about what we are objectively required to do, it will sometimes be indirectly based on such judgments—see J. Ross 2006, p. 217.


� I’m concerned with only principles that are universally quantified over agents, for it seems to me that, qua moral philosopher, that’s the sort of principles that I should be providing. And all the principles that I discuss here are implicitly universally quantified over agents. Nevertheless, I admit that one could come up with plausible and informative principles about what some particular agent who has certain specific credences regarding the relevant objective normative facts subjectively ought to do and that such a principle needn’t explicitly refer to any objective normative notion. But note that one would need to appeal to the agent’s credences regarding the relevant objective normative facts when constructing such a principle.


� Again, I’m assuming that, roughly speaking, an act is subjectively wrong if and only if an agent in the normal frame of mind would be blameworthy for performing it—see Gibbard 1990, pp. 44-45.


� This general line of argument comes from M. Smith 2006. Smith argues that if we’re concerned to give an account of subjectively right acts—i.e., those that “we can legitimately expect agents to do and to criticize them for failing to do” (p. 142), then it’s implausible to suppose that the subjectively right act is the one that maximizes expected value, for we don’t hold agents responsible for failing to maximize expected value. At most, we hold them responsible for failing to maximize expected “value-as-they-see-things” (i.e., deontic value)—see pp. 142-145. 


� An act-token is a particular act performed by a particular agent at a particular time. Act-tokens are performable at most once and are not the sort of thing that can be instantiated.


� Act-types are universals that can, in general, be instantiated by a number of distinct act-tokens.
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