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Abstract—The automatic analysis of transient properties of nonlinear dynamical systems is a challenging problem. The problem is even more challenging when complex state-space and timing requirements must be satisfied by the system. Such complex requirements can be captured by Metric Temporal Logic (MTL) specifications. The problem of finding system behaviors that do not satisfy an MTL specification is referred to as MTL falsification. This paper presents an approach for improving stochastic MTL falsification methods by performing local search in the set of initial conditions. In particular, MTL robustness quantifies how correct or wrong is a system trajectory with respect to an MTL specification. Positive values indicate satisfaction of the property while negative values indicate falsification. A stochastic falsification method attempts to minimize the system’s robustness with respect to the MTL property. Given some arbitrary initial state, this paper presents a method to compute a descent direction in the set of initial conditions, such that the new system trajectory gets closer to the unsafe set of behaviors. This technique can be iterated in order to converge to a local minimum of the robustness landscape. The paper demonstrates the applicability of the method on some challenging nonlinear systems from the literature.

Contributions: In this paper, we present a method for the computation of descent vectors for reducing specification robustness for continuous nonlinear dynamical systems. In particular, given an arbitrary Metric Temporal Logic (MTL) specification [18], we determine a critical point on the system trajectory which if changed, then the MTL robustness will be changed as well. We utilize nonsmooth optimization theory [19] in order to derive the equations that compute a descent vector in the set of initial conditions that will result in reduced MTL robustness. Finally, we demonstrate the applicability of our approach on some nonlinear models from the literature. We envision that our results can be extended to handle arbitrary temporal logic specifications over trajectories of hybrid systems.

Related Work: Combined state-space and real-time temporal logic properties have been studied in a number of different settings. MTL properties of nonlinear systems have been studied in [12] through abstractions to Linear Parameter Varying (LPV) systems. The work in [11] studies the applicability of statistical model checking methods on stochastic hybrid systems. The temporal logic falsification problem can be viewed as a dual problem to the optimal control problem under temporal logic requirements. In [20], the optimal control problem under Linear Temporal Logic (LTL) specifications is studied for mixed-logical discrete-time linear dynamical systems. However, there do not exist any optimal control problem formulations for nonlinear systems under MTL specifications.

Then, a number of stochastic optimization methods can be utilized in order to solve the optimization problem and find a system trajectory that minimizes the temporal logic robustness metric.

However, in [10], [15], the system is treated as a black-box. In order, to improve the rate of convergence of stochastic search methods, it is desirable to have techniques that can compute local descent directions in the search space. In particular, if a test is performed starting from an initial condition \( x \) with property robustness \( f(x) \), then a descent vector \( d \) must be computed so that starting from \( x + d \) the system has robustness \( f(x + d) < f(x) \). Such a process has the potential to speed up the stochastic search method by enabling gradient descent in the search space. In [17], we demonstrated that in the case of linear hybrid systems improvements in the convergence rate can be achieved.

I. INTRODUCTION

A number of applications can only be accurately modeled using nonlinear dynamical models. Typical such applications include analog circuits [1]–[3] and biological and medical systems [4]–[7]. A common theme of all the aforementioned applications is the need to verify transient or periodic properties of the system. Such properties might involve sequencing of events, conditional reachability and invariants and real-time constraints and can be formally captured using temporal logics [4], [8].

Unfortunately, for complex nonlinear systems, these types of properties are hard – if not impossible – to verify algorithmically. Therefore, recent research efforts have been invested in property falsification methods [9]–[12]. In falsification, the space of operating conditions and/or inputs is searched in order to find an initial condition and/or parameter that will force the system to exhibit an unsafe behavior with respect to the formal requirement. In turn, the unsafe system trajectory can be used in order to manually or automatically modify the system to achieve the desired system behavior and performance [13], [14].

In [10], [15], the temporal logic falsification problem is converted into an optimization (minimization) problem based on the notion of robustness of temporal logics [16]. Essentially, a system trajectory with negative robustness is one that proves the existence of unsafe system behaviors.

This work was partially supported by the NSF awards CNS-1017074 and CNS-1111636.

H. Abbas and G. Fainekos are with the Schools of Engineering at Arizona State University, Tempe, AZ, E-mail: {hyabbas,fainekos}@asu.edu
ranges and initial conditions for which the system satisfies some real-time temporal logic specification. Even though we are also using sensitivity analysis in our problem solution, our objective is very different from the work in [4]. Our goal is to develop the local search tools needed in order to improve the performance of stochastic MTL falsification methods [10], [15]. Stochastic falsification methods avoid the state-explosion problems that occur when attempting to cover a high-dimensional set of parameters.

II. PROBLEM FORMULATION

We consider a dynamical system with state \( x \in X \)
\[
\dot{x} = F(t, x)
\]
for a \( C^1 \) flow \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) with initial conditions \( x_0 \in X_0 \).

Assumption 2.1: For every \( x \in X_0 \) and finite time \( T > 0 \), there exists a unique solution \( s(\cdot), x) : [0, T] \rightarrow \mathbb{R}^n \) to the differential equation (1). Also, the solution \( s_x(\cdot) \) is absolutely continuous. Finally, the flow \( F \) is locally bounded, that is, for all compact sets \([0, t] \times C \subset [0, T] \times X_0 \), there exists \( m > 0 \) such that \( F((0, T] \times C) \subset mB \), where \( B \) is the unit ball centered at 0.

We formally capture specifications regarding the correct system behavior using Metric Temporal Logic (MTL) [18]. MTL formulas are built over a set of propositions using combinations of the traditional and temporal operators. In this work, the set of atomic propositions \( AP \) label subsets of the state space \( X \). In other words, we define an observation map \( O: AP \rightarrow P(X) \) such that for each \( \pi \in AP \) the corresponding set is \( O(\pi) \subseteq X \). Here, \( P(S) \) denotes the powerset of a set \( S \). Traditional logic operators are the conjunction (\( \land \)), disjunction (\( \lor \)), negation (\( \neg \)), implication (\( \rightarrow \)) and equivalence (\( \leftrightarrow \)). Some of the temporal operators are eventually (\( \Diamond \)), always (\( \square \)) and until (\( U \)). The subscript \( I \) imposes timing constraints on the temporal operators. The interval \( I \) must be non-empty (\( I \neq \emptyset \)). For example, MTL can capture the requirement that “all the trajectories \( x(t) \in \mathbb{R} \) attain a value in the set \([10, +\infty) \) \( (\Diamond p_1 \) with \( O(p_1) = [10, +\infty) \)” or that “whenever the value of \( x \) drops below 10, then it should go above 10 within 5 sec and remain above 10 for at least 10 sec” \( (\square (\neg p_1 \rightarrow \Diamond [0,5] \square [0,10]p_1)) \).

We can quantify how robustly a system trajectory \( s_x(t) = s(t, x) \) satisfies a specification \( \phi \) in MTL [16]. Namely, we define a function \( f_\phi(x) \) that returns the radius of the largest neighborhood we can fit around \( s_x \) such that any trajectory in that neighborhood satisfies the same MTL specification \( \phi \) as \( s_x \). Moreover, \( f_\phi(x) \) takes positive values if \( s_x \) satisfies \( \phi \) and negative values otherwise. The falsification of specification \( \phi \), i.e. detecting a system behavior that does not satisfy \( \phi \), can thus be re-cast as the problem of finding initial states \( x \in X_0 \) with negative \( f_\phi \)-values. This can be done using stochastic search techniques [10], [15]. These can be improved by computing local descent directions for \( f_\phi \).

In this paper, our objective is to solve the following subproblem: Let \( U \subset X \) be a set of ‘unsafe’ system states - in the next section we see exactly what such a \( U \) looks like.

There may be many such sets. We define the robustness of a trajectory relative to \( U \):

**Definition 2.1 (Robustness):** Let \( x \in X_0, T > 0 \) and \( s_x(\cdot) \) be the unique solution of (1) starting from \( 0 \), then the robustness of the solution \( s_x \) with respect to \( U \) is
\[
f(x) = \min_{0 \leq t \leq T} d_U(s(t; x))
\]
where \( d_U(x) = \inf_{u \in U} \| x - u \| \) is the distance function of a point \( x \) from \( U \).

The function \( f \) is non-differentiable, and generally non-convex. Then, our problem is:

**Problem 1:** Given \( x \in X_0, T > 0 \) and the unsafe set \( U \), find a vector \( d(x) \in \mathbb{R}^n \) such that
\[
f(x + hd(x)) < f(x) \quad \text{for all} \quad 0 < h < \overline{h} \]
for some \( \overline{h} > 0 \).

Although Problem 1 was defined for a single unsafe set, Prop. 3.1 below shows that robustness w.r.t. a general MTL formula (with several sets) equals the robustness w.r.t. one of the formula’s atomic propositions (one of the sets).

Some proofs are omitted due to space constraints.

III. MTL ROBUSTNESS

In this section, we provide an informal review of the robust semantics of MTL formulas. Formal details are available in our previous work [16].

**Definition 3.1 (MTL Syntax):** Let \( AP \) be the set of atomic propositions and \( I \) be any non-empty interval of \( \mathbb{R} \). The set \( MTL \) of all well-formed MTL formulas is inductively defined as \( \phi ::= T | p | \neg \phi | \phi \lor \phi | \phi \land \phi | \phi \Rightarrow \phi I \phi \), where \( p \in AP \) and \( T \) is true.

The robust semantics maps an MTL formula \( \phi \) and a trajectory \( s_x \) to a value drawn from \( \mathbb{R} \cup \{\pm \infty\} \). The semantics for the atomic propositions evaluated for \( s_x(t) \) consists of the distance between \( s_x(t) \) and the set \( O(p) \) labeling atomic proposition \( p \). Intuitively, this distance represents how robustly the point \( s_x(t) \) lies within (or is outside) the set \( O(p) \). If this distance is zero, then the smallest perturbation of the point \( s_x(t) \) can affect the outcome of \( s_x(t) \in O(p) \).

The semantics for a formula are naturally defined from the semantics for the atomic propositions. We denote the robust valuation of the formula \( \phi \) over the trajectory \( s_x \) at time \( t \) starting at initial condition \( x \) by \( [\phi, O](s_x, t) \). It is easy to show [16] that if the signal satisfies the property, then its robustness is non-negative, and if the signal does not satisfy the property, then its robustness is non-positive. In [8], we presented algorithms for efficiently computing the MTL robustness of a discrete-time trajectory. The analysis can be extended to continuous-time signals under some assumptions on the system [16].

For computational reasons, we must impose additional assumptions on the sets \( O(p) \):

**Assumption 3.1:** For each \( p \in AP \), we have \( O(p) = \cap_i \{ x \in \mathbb{R}^n | a_i \cdot x \leq b_i \} \) where \( a_i \in \mathbb{R}^n \) and \( b_i \in \mathbb{R} \).

Under the assumption that (1) is well-behaved, there exist at least one point in time \( t \) and an atomic proposition \( p \) such
that the MTL robustness is equal to the distance of $s_x(t)$ from $O(p)$. The proof of the following proposition is based on the assumption that the trajectory is continuous and bounded for all time in $[0, T]$.

**Proposition 3.1**: Consider an MTL formula $\phi$ and a trajectory $s_x$ of (1) starting from some $x \in X_0$ such that $[\phi, O](s_x, 0) > 0$. If (1) satisfies Assumption 2.1, then there exist $t_r \in [0, T]$ and $p \in AP$ such that

$$[\phi, O](s_x, 0) = \text{Dist}(s_x(t_r), O(p))$$

where the signed distance $\text{Dist}(z, S) = d_S(z)$ if $z \in S$, and $-d_S(z)$ otherwise. We remark that given a trajectory of (1), the sample of the trajectory that represents the critical distance can be easily computed by modifying the algorithm in [8].

In order to detect a bad system behavior with respect to an MTL specification, our goal is to reduce such critical distances. Therefore, in the following, we focus on a particular set $O(p)$ or one of its defining half-spaces which we refer to as the unsafe set $U$.

In general, $\phi$ may have several predicates $p$ and corresponding sets $O(p)$. To falsify $\phi$ will require finding a trajectory that visits these $O(p)$ in some order and under some timing constraints. In this paper, we derive the descent vector relative to only one $O(p)$ at a time. Different unsafe sets $O(p)$ are chosen by the stochastic falsification algorithm, which calls the local descent algorithm on the chosen unsafe set.

**IV. COMPUTING A DESCENT DIRECTION**

In this section we compute a descent direction using tools from nonsmooth analysis. We start by solving the unconstrained problem $X_0 = \mathbb{R}^n$ in sub-section IV-A. The constrained problem is later addressed in sub-section IV-B.

**A. Descent vector**

In general, two trajectories starting arbitrarily close may achieve very different robustness values, at very different points in time. The following theorem shows that for some systems that are themselves ‘Lipschitz’ (in the sense below), the objective function is Lipschitz:

**Theorem 4.1 (Lipschitz objective):** If for every $x \in X_0$, there exist $b > 0$ and $K_x > 0$ s.t. $\|s(t; x_1) - s(t; x_2)\| \leq K_x \|x_1 - x_2\|$ for all $x_1, x_2 \in B_b(x)$ and all $0 \leq t \leq T$, then the objective function $f$ is Lipschitz.

The condition of the theorem can be shown to hold if we assume $F$ to be Lipschitz in $x$ on $[0, T] \times X$, and $X$ is open connected. Moreover, the constant $K_x$ is then independent of $x$.

Nonsmooth analysis [19] provides us with the tools to compute descent directions.

**Theorem 4.2 (Thm. 5.2.5 in [19]):** Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be locally Lipschitz at $x$. The direction $d \in \mathbb{R}^n$ is a descent direction at $x$ if

$$f^o(x; d) < 0$$

where $f^o$ is the generalized directional derivative of $f$ at $x$

$$f^o(x; d) = \limsup_{y \rightarrow x, h \rightarrow 0} \frac{f(y + hd) - f(y)}{h}$$

**Theorem 4.3 (2.1.3(i) in [19]):** Let $g : \mathbb{R}^n \rightarrow \mathbb{R}$ be a convex function with a Lipschitz constant $K$ at $x$. Then, the directional derivative in each direction $v \in \mathbb{R}^n$ exists and satisfies

$$g'(x; v) = \inf_{h > 0} \frac{g(x + hv) - g(x)}{h}$$

In this section we will work from the definition of generalized derivative to derive a descent $d$ such that $f^o(x; d) < 0$.

By definition of robustness (2), we have

$$f^o(x; d) = \limsup_{y \rightarrow x, h \rightarrow 0} \frac{f(y + hd) - f(y)}{h}$$

$$= \limsup_{y \rightarrow x, h \rightarrow 0} \left( \min_{0 \leq t \leq T} d_t(s(t; y + hd)) - \min_{0 \leq t \leq T} d_t(s(t; y)) \right) / h$$

By definition of limit, there exists sequences $(y_i) \rightarrow x \in \mathbb{R}^n$ and $(h_i) \rightarrow 0 \in \mathbb{R}_+$ and $i_0 \in \mathbb{N}$ such that, for $i > i_0$,

$$f^o(x; d) \leq \left( \min_{0 \leq t \leq T} d_t(s(t; y_i + h_i d)) - \min_{0 \leq t \leq T} d_t(s(t; y_i)) \right) / h_i + \frac{1}{i}$$

It is easily seen that for positive functions $g(t)$ and $k(t)$, $\min_j g(t) - \min_j k(t) \leq -\min_j [k(t) - g(t)]$. Identifying $g(t) = d_t(s(t; y_i + h_i d))$ and $k(t) = d_t(s(t; y_i))$, we have

$$f^o(x; d) \leq \left( \min_{0 \leq t \leq T} d_t(s(t; y_i)) - d_t(s(t; y_i + h_i d)) \right) / h_i + \frac{1}{i}$$

As $i \rightarrow \infty$, $1/i \rightarrow 0$, $h_i \rightarrow 0$, $y_i \rightarrow x$ and $s(t; y_i + h_i d) \rightarrow s(t; y_i)$ in norm by Assumption 2.1. So

$$f^o(x; d) \leq \lim_{i \rightarrow \infty} \left( \min_{0 \leq t \leq T} d_t(s(t; y_i)) - d_t(s(t; y_i + h_i d)) \right) / h_i + 1$$

$$= \min_{0 \leq t \leq T} \lim_{i \rightarrow \infty} \left( d_t(s(t; y_i)) - d_t(s(t; y_i + h_i d)) \right) / h_i + 1$$

(We can show that the interchange of limit and min above is valid). Linearizing $s(t; y_i + h_i d)$ in the second argument, and ignoring higher-order terms $o(h_i)$,

$$s(t; y_i + h_i d) \approx s(t; y_i) + h_i \frac{\partial s(t; y_i)}{\partial y} d$$

**Assumption 4.1**: We assume that the sensitivity matrix $A(t; y) \triangleq \frac{\partial s(t; y)}{\partial y}$ exists, is invertible, and that it is spectral norm-continuous in $y$. 

We remark that $A(t; y)$ is the sensitivity of the trajectory with respect to the initial conditions and can be computed as indicated in [22], [23]. Then,

$$ f^*(x; d) \leq -\min_{0 \leq t \leq T} \left[ -\lim_{y \to x, h \to 0} \left( d_{\mathcal{U}}(s(t; y_1) + h, A(t; y_1)d) - d_{\mathcal{U}}(s(t; y_1))/h \right) \right] $$

If the limit in brackets does not exist, i.e., it is $+\infty$, then $f^*(x; d) < 0$ and we are done. Otherwise, it can be shown that the limit in brackets equals $d_{\mathcal{U}}'(s(t; A(t; x))d)$; that is, the directional derivative of $d_{\mathcal{U}}$ at $s(t; x) \in \mathbb{R}^n$, in the direction $A(t; x)d$. Thus,

$$ f^*(x; d) \leq -\min_{0 \leq t \leq T} [ -d_{\mathcal{U}}'(s(t; x); A(t; x)d) ] = \max_{0 \leq t \leq T} d_{\mathcal{U}}'(s(t; x); A(t; x)d) $$

Recall that we want $f^*(x; d) < 0$, so we seek to upper-bound the RHS, that is,

$$ \max_{0 \leq t \leq T} d_{\mathcal{U}}'(s(t; x); A(t; x)d) < 0 $$

which is equivalent to

$$ d_{\mathcal{U}}'(s(t; x); A(t; x)d) < 0 \quad \forall \ t \in [0, T] $$

Fix $t$ for now. For ease of notation, we’ll just write $s$ and $A$ for $s(t; x)$ and $A(t; x)$, respectively. By Theorem 4.3,

$$ d_{\mathcal{U}}'(s; Ad) = \inf_{h > 0} \frac{d_{\mathcal{U}}(s + h \cdot Ad) - d_{\mathcal{U}}(s)}{h} $$

Thus, it is necessary that there exist an $h > 0$ s.t.

$$ d_{\mathcal{U}}(s + h \cdot Ad) - d_{\mathcal{U}}(s) < 0 $$

Let $n_{s(x)}(t) \in \mathbb{R}^n$ be the vector that gives the direction of the shortest distance between $s(t; x)$ and $\mathcal{U}$. We’ll write $n$ for short, and call it an approach vector. Then

$$ d_{\mathcal{U}}(s + h n) < d_{\mathcal{U}}(s) \quad \forall \ 0 < h \leq d_{\mathcal{U}}(s) \Rightarrow$$

$$ \inf_{h > 0} \frac{d_{\mathcal{U}}(s + h n) - d_{\mathcal{U}}(s)}{h} < 0 $$

So set $A(t; x)d(t) = n_{s(x)}(t) \Rightarrow d(t) = A(t; x)^{-1}n_{s(x)}(t)$, where we made explicit the dependence of the descent vector on time (different points on the trajectory will have different descent vectors). Thus, $d(t) = A(t; x)^{-1}n_{s(x)}(t)$ satisfies $d_{\mathcal{U}}'(s(t; x); A(t; x)d(t)) < 0$ at every $t$. In particular at $t^* = \arg\max_{0 \leq t \leq T} d_{\mathcal{U}}'(s(t; x); A(t; x)d(t))$, we still have

$$ d_{\mathcal{U}}'(s(t^*; x); A(t^*; x)d(t^*)) < 0 $$

Finally,

$$ d = A(t^*; x)^{-1}n_{s(x)}(t^*) $$

is a descent direction for $f$ at $x$, subject to the foregoing assumptions.

It remains to compute $t^*$. We can show that $t^* = \arg\min_{0 \leq t \leq T} d_{\mathcal{U}}'(s(t; x))$, and the proof is omitted.

We conclude this section by noting that Eq.(5) can be generalized by choosing a different approach vector than $n$, conditioned on satisfying (4). The particular choice will depend on the geometry of the problem.

### B. Constrained problem

We now remove Assumption (A3) and we consider the constrained problem where $X_0 \neq \mathbb{R}^n$. In other words, what if $x + d \notin X_0$?

If we use $\mu d, \mu < 1$, then

$$ d_{\mathcal{U}}'(s(t; x); \mu \cdot n_{s(x)}(t)) = \inf_{h > 0} \frac{d_{\mathcal{U}}(s(t; x) + h \mu \cdot d_{\mathcal{U}}(t)) - d_{\mathcal{U}}(s(t; x))}{h} < 0 $$

by Eq. (4). So we can shrink $d$ to fit $x + d$ in $X_0$, and still have a descent. This simple approach circumvents the need to calculate or approximate the subdifferential of $f$ subject to the constraints, which is a non-trivial task given the form of $f$.

This brings up the issue of step-size: in principle, any method for computing a step-size, that does not require differentiability, can be used, once we have a descent direction (and indeed we use backtracking in our experiments); see e.g. [19], [24], [25]. In practice, a method that does not use a line-search is preferable, since line searches require additional evaluations of the objective function, and this implies simulating the system. Such simulations might prove too costly. We will simply highlight two requirements on any step-size that transpire from above arguments: that it be “small enough” for the $o(h)$ terms in (3) to be safely ignored, and that it be smaller than the robustness $d_{\mathcal{U}}(s(t; x))$ as per (4). Additional, generic, conditions can be reviewed in standard texts, such as [19, Section II.2.1.2].

### V. Experiments

**Example 1:** Our first example is 2-dimensional system taken from [12] (Example 4), given by

$$ \dot{x}(t) = \begin{bmatrix} 0.05x_1(t) \sin^2(x_2(t)) - 2.5x_2(t) \\ 0.5x_1(t) - x_2(t) \end{bmatrix} $$

We present two representative experiments with this system, both using a trajectory duration of 10 time units, the specification is $\square \pi_1$ with $O(p_1) = [-0.11, -0.08] \times [0, 0.01]$ and $x_0 = (0.5, -0.2)^T$. First, we consider $h = 1$.

Fig.1 shows a sequence of starting points, and corresponding trajectories, generated by computing successive descent vectors according to Eq. (5). Descents of different directions are generated, and successive trajectories get closer to the unsafe set as can be seen in Fig.2. Ten descent vectors reduce robustness from 0.016097 to 0.011181.

Starting with $h = 0.1$, the iterations reach a local minimum after 4 descents - the $d$ computed by Eq.(5) no longer decreases the objective function value for any step-size. A small ball around the current $x_0$ was sampled to verify it is indeed a local minimum. △

**Example 2:** Our second example is taken from [15], given by

$$ \dot{x}(t) = \begin{bmatrix} x_1(t) - x_2(t) + 0.1t \\ x_2(t) \cos(2\pi x_2(t)) - x_1(t) \sin(2\pi x_1(t)) + 0.1t \end{bmatrix} $$

with initial condition $x(0) = x_0 \in X_0 = [-1, 1] \times [-1, 1]$, and specification $\square \pi_2$ with $O(p_2) = [-1.6, -1.4] \times [-1.6, -1.4]$. We now remove Assumption (A3) and we consider
In order to demonstrate the potential of the proposed approach to the MTL falsification problem, we incorporated the descent method with the Simulated Annealing (SA) falsification method of [15]. We falsified the specification

\[ \phi_3 = \square(p_3) \Rightarrow \square_{[0,1]} \neg p_4 \]

where \( \mathcal{O}(p_3) \) and \( \mathcal{O}(p_4) \) are the dark boxes in Fig.6. Infor-

mally, the specification requires that if the system trajectory is in \( \mathcal{O}(p_3) \) at time \( t_1 \), then \( \mathcal{O}(p_4) \) should be avoided for all time in \([t_1, t_1 + 1]\). For the specification to be falsified, distances to both sets \( \mathcal{O}(p_3) \) and \( \mathcal{O}(p_4) \) must become zero. Note that in Fig. 6, our algorithm attempts to minimize both distances. To rigorously assess the efficiency of SA+DESCENT compared to pure SA, a thorough statistical study will be conducted in future research. \[ \triangle \]

Example 3: Our third example is the quorum sensing system of the luminescent marine bacterium Vibrio Fischeri (VF) [5]. This is modeled as a 9-dimensional non-linear system. A simplified hybrid model of a mutant VF bacterium has 2 equilibrium points (one luminescent, the other non-luminescent) [5]. We choose the unsafe set to be disjoint from neighborhoods around these 2 equilibria. Namely, we consider the specification \( \square \neg p_2 \) with \( \mathcal{O}(p_2) = \{ x \in \mathbb{R}^9 \mid 13625 \leq x_4 \leq 13626, 36330 \leq x_7 \leq 36331, 17968 \leq x_8 \leq 17969 \} \). Starting from \( x_0 = (1e5, 1, \ldots, 1)^T \), and
VI. CONCLUSIONS

We have presented the derivation of the equations that can be used for the computation of robustness descent vectors in the set of initial conditions for nonlinear dynamical systems. These results are necessary for enabling "gray box" MTL falsification methods for dynamical systems. In the future, we will focus on extending our new approach to hybrid systems and non-autonomous systems.

REFERENCES


