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PSY 230

STUDY GUIDE #7

Chi square (2) tests

1. What limitation is associated with the Z test of a population proportion?

2. Which test statistic should be used when a qualitative variable has 3 or more categories?

3. What null hypothesis is tested with the 1 variable 2 test?
The null hypothesis is the hypothesis of no preference among the attributes of health, wealth, and love.  If HO is true, what proportion of students should prefer each attribute?  

[1/k where k = number of categories of the variable]  

So we can state HO as follows: (H = (W = (L = .33.  

HA can be stated as follows: (H does not = (W does not = (L does not = .33.  
4.  Which sampling distribution is used when we test the equality of 3 or more population proportions?

5. Which two factors affect the critical value associated with the 2 test?

6. What does the concept of degrees of freedom (df) refer to?  How are df determined for the 1-variable 2 test?

Df refer to the number of observations that are free to vary.  In the context of the one-variable 2 test, df = k-1 where k = # of categories of the variable. 

7.  How can the critical value be determined for the one-variable 2 test? 
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Critical values of chi-square

Level of significance

df* 20 .10 .05 .02 .01 .001

1 1.64 2.71 3.84 5.41 6.63 10.83

2 3.22 461 | 5.99 7.82 9.21 13.82

3 4.64 6.25 7.82 9.84 11.34 16.27

4 5.99 7.78 9.49 11.67 13.28 18.46

5 7.29 9.24 11.07 13.39 15.09 20.52

6 8.56 10.64 12.59 15.03 16.81 22.46

7 9.80 12.02 14.07 16.62 18.48 24.32

8 11.03 13.36 15.51 18.17 20.09 26.12

9 12.24 14.68 16.92 19.68 21.67 27.88
10 13.44 15.99 18.31 21.16 23.21 29.59
1 14.63 17.28 19.68 22.62 24.72 31.26
12 15.81 18.55 21.03 24.05 26.22 32.91
13 16.98 19.81 22.36 25.47 27.69 34,53
14 18.15 21.06 23.68 26.87 29.14 36.12
15 19.31 2231 25.00 28.26 30.58 37.70
16 20.46 23.54 26.30 29.63 32.00 39.25
17 21.62 24.77 27.59 31.00 33.41 40.79
18 22.76 25.99 28.87 32.35 34.81 4231
19 23.90 27.20 30.14 33.69 36.19 43.82
20 25.04 28.41 31.41 35.02 37.57 45.32
21 26.17 29.62 32.67 36.34 38.93 46.80
22 27.30 30.81 33.92 37.66 40.29 48.27
23 28.43 32.01 35.17 38.97 41.64 49.73
24 29.55 33.20 36.42 40.27 42.98 51.18
25 30.68 34.38 37.65 41.57 44.31 52.62
26 31.80 35.56 38.89 42.86 45.64 54,05
27 3291 36.74 40.11 44.14 46.96 55.48
28 34.03 37.92 41.34 45.42 48.28 56.89
29 35.14 39.09 42.56 46.69 49.59 58.30
30 36.25 40.26 43.77 47.96 50.89 59.70

Source: R. A. Fisher and E. Yates, Statistical tables for biological, agricultural and medical research, 6th
ed. (Edinburgh: Oliver and Boyd, 1963). Reproduced by permission of the authors and publishers

* For df greater than 30, the value obtained from the expression \fZ)(l —2df — 1 may be used as a

t ratio.





8. What are the observed frequencies?  The observed frequencies (fO) refer to the frequencies that are tallied from the data collected by the researcher.  It is a count of how many participants in the study are located in each category of the qualitative variable.

Attribute

fO
Health

30

Wealth

27

Love

42




__




99

9.  What are the expected frequencies? The expected frequencies are the frequencies that we would expect for each category of the variable if the null hypothesis is true.   For the one-variable, 2 test, fE for each category = N/k.                     

Attribute

fE
Health

33

Wealth

33

Love

33




__




99

10.  What is the formula for the 2 test?

2 =   (Fo-Fe)2
                                   


       Fe

Fo = observed frequency 

Fe = expected frequency 

Fo-Fe = difference between observed and expected frequency in a given category.

(Fo-Fe)2 =
squared difference between Fo and Fe.

(Fo-Fe)2 / Fe=
squared difference between Fo and Fe divided by Fe




      ( = sum over all categories of the squared differences between Fo and Fe 

divided by Fe.

2 Test for Attribute Choices

______________________________________________________________________________Attribute
fO
fE
fO-fE
(fO-fE)2



(fO-fE)2/fE
Health

30
33
-3
     9

       

.273

Wealth

27
33
-6
   36

     

1.091

Love

42
33
+9
   81

    

2.455



__
__



     

_____



99
99



       (2 =
3.819

11.  How can a decision be made regarding the null hypothesis for the one-variable 2 test?

(1) State the hypotheses.  1/k = ¼  = .25.

Null Hypothesis: (O = (A = (B = (AB =.25.  

HA can be stated as follows: (O does not = (A does not = (B does not = (AB =.25.  

(2)Specify a value for alpha.  The researcher has established a value for alpha of .01.

(3)Select an appropriate test statistic.  Because we have 1 qualitative variable with more than 2 categories, the appropriate test statistic is 2.

(4)Determine the critical value of 2.  Degrees of freedom = K-1 = 4-1 = 3.  With 3 degrees of freedom and with alpha = .01, the critical value = 11.345 (see Handout, P 2).

(5) Collect the data.  The researcher draws a sample of 100 people and finds the following frequencies for each blood type: Type O = 37, Type A = 33, Type B = 25, and Type AB = 5.

(6) Compute the test statistic.  

2 Test for Blood Type

Blood Type
fO
fE
fO-fE
(fO-fE)2


(fO-fE)2/fE
O

37
25
 +12
    144

      
5.76

A

33
25
   +8
      64

      
2.56

B

25
25
     0
        0

      
0.00

AB

  5
25
  -20
    400

    
16.00




__
__



    
 _____


          100       100


      (2 =
24.32

(7) Making a decision regarding the null hypothesis.  Earlier we established that with alpha = .01 and with df = 3, our critical value is 11.345.  Given that the 2 test yielded a value of 24.32, we reject the null hypothesis and conclude that the distribution of blood type differs significantly (p < .01) across Types O, A, B, and AB.  Given that we have rejected the null hypothesis, we should do one more thing.  We should compute the sample proportions (ps) for each blood type: 

Type O: p = 37/100 = .37 

Type A:  p = 33/100 = .33 

Type B: p = 25/100 = .25 

Type AB: p = 5/100 = .05.

12.
In what situation is it appropriate to use the 2 test of independence?  

There is some controversy regarding whether taking an aspirin on a daily basis reduces the likelihood of heart attacks.  Suppose you want to determine whether daily aspirin intake is related to ever having had a heart attack.  You randomly select a sample of 200 participants.  Half of them take aspirin on a daily basis and the other half do not. In addition, you check the medical records of each person to see if he or she has ever been diagnosed as having a heart attack.   To determine whether daily aspirin is related to ever having had a heart attack, she cross-classifies each person based upon which category he or she falls into with respect to daily aspirin and which category he or she falls into with respect to ever having had a heart attack.

Ever Had a Heart Attack


Daily Aspirin







No

Yes

Yes





 48

 24

 

No
 




 52

 76




Whenever our data consist of frequencies counted by cross-classifying participants according to the categories they belong to on 2 qualitative variables, we will use the 2 test of independence.  


It is customary to make the variable doing the influence the column variable and to make the variable being influenced the row variable.  Thus, in our example, I have made Daily Aspirin the column variable and Ever Had a Heart Attack, the row variable.     


Let’s look at some of the labels that typically are attached to the various types of frequencies in a cross-classification table. 

The frequencies associated with the intersection of each category of the column variable and each category of the row variable is call a cell frequency.
The frequencies associated with each category of the column variable ignoring the categories of the row variable is called a column marginal frequency.  

The frequencies associated with each category of the row variable ignoring the categories of the column variable is called a row marginal frequency.

The total sample size (n) equals the sum of the column marginal frequencies.  The total sample size also equals the sum of the row marginal frequencies.

Ever Had a Heart Attack

Daily Aspirin






No
Yes

Yes




48a
 24a

  72c

No
 


  
52a
 76a

128c


          100b      100b

200d

aCell Frequencies

bColumn Marginal Frequencies

cRow Marginal Frequencies

dSample Size or n

13.
What does independence refer to in the 2 test of independence?


In the 2 test of independence, two variables are said to be independent if there is no relationship between them.


What do the frequencies look like in the cells of a 2 x 2 cross-tabulation table when the two qualitative variables are (a) unrelated, indicating complete independence; (b) moderately related, indicating partial dependence; and (c) perfectly related, indicating complete dependence?

PANEL A: Complete Independence

Ever Had a Heart Attack

Daily Aspirin






No
Yes

Yes




40
 40

  80

No
 


           60
 60

120





         100
100

200

PANEL B: Partial Dependence

Ever Had a Heart Attack

Daily Aspirin






No
Yes

Yes




70
30

100

No
 


           30
70

100





         100
100

200

PANEL C: Complete Dependence

Ever Had a Heart Attack

Daily Aspirin






No
Yes

Yes




100
   0

100

No
 



    0
100

100






100
100

200

14.
What is the null hypothesis in a 2 test of a 2 x 2 cross-tabulation table?

The null hypothesis (Ho) involves a statement of “no” relationship.  The proportion of participants who have a heart attack is the same for the population of people taking daily aspirin and the population of people not taking daily aspirin.

Ho: DAILY ASPIRIN WHO HAVE HEART ATTACKS = NO DAILY ASPIRIN WHO HAVE HEART ATTACKS
15.  How can the expected frequencies be generated for each cell, given the observed cell frequencies?

The observed frequencies (fO) refer to the frequencies that are observed when we collect data and cross-classify the participants on both qualitative variables.

The expected frequencies (fE) for each category refer to the frequencies that we expect to see when we cross-classify participants on both qualitative variables and the null hypothesis is true.  In other words, expected cell frequencies represent the cell frequencies that would occur if there is no relationship between the variables.  

We begin the process of generating the expected frequencies with a table that provides the observed cell frequencies. 

Ever Had a Heart Attack

Daily Aspirin 






No
Yes

Yes




48
 24

 

No
 



52
 76



The first step is to compute the marginal observed frequencies and the total N.





                    Daily Aspirin 

	Ever Had A Heart Attack
	NO 
	YES 
	Row Marginal

	YES 
	 48     R1C1
	  24    R1C2
	  72     R1

	NO 
	 52     R2C1
	  76    R2C2
	 128     R2

	Column

Marginal
	 100     C1
	 100     C2
	n = 200


The column and row marginals and total n are the same for the observed and expected frequencies.  Therefore, we now know the marginal frequencies and n for our expected frequencies table.  

Expected Column Marginal Frequencies, Expected Row Marginal Frequencies, and n





                  Daily Aspirin 

	Ever Had A Heart Attack
	NO 
	YES 
	Row Marginal

	YES 
	  ?     R1C1
	   ?    R1C2
	  72     R1

	NO 
	  ?     R2C1
	   ?    R2C2
	 128     R2

	Column

Marginal
	 100     C1
	 100     C2
	n = 200


Now it turns out that we can determine the expected cell frequencies in the following way.

The expected frequency [FE] for cell R1C1, equals:                  




FR1 x FC1
 72 x 100

For cell R1C1 FE     =
________   =   _________ =  
36

   
   

    n

   200

Once we have determined the FE for Cell R1C1, we can determine the FE for the other three cells by subtraction.

Expected Frequencies





                     Daily Aspirin 

	Ever Had A Heart Attack
	  NO
	YES
	Row Marginal

	YES 
	  36     R1C1
	   36    R1C2
	  72     R1

	NO 
	  64     R2C1
	   64    R2C2
	 128     R2

	Column

Marginal
	 100     C1
	 100     C2
	n = 200


16.
Given the observed and expected cell frequencies, how can the 2 test be carried         out?

2 = ∑ (Fo-Fe)2
                                                                                 Fe

OBSERVED FREQUENCIES




                Daily Aspirin 

	Ever Had A Heart Attack
	NO 
	YES
	Row Marginal

	YES 
	 48     R1C1
	  24    R1C2
	  72     R1

	NO 
	 52     R2C1
	  76    R2C2
	 128     R2

	Column

Marginal
	 100     C1
	 100     C2
	n = 200



EXPECTED FREREQUENCIES




                                  Daily Aspirin 

	Ever Had A Heart Attack
	NO
	YES
	Row Marginal

	YES (R1)
	  36     R1C1
	   36    R1C2
	  72     R1

	NO (R2)
	  64     R2C1
	   64    R2C2
	 128    R2

	Column

Marginal
	 100     C1
	 100     C2
	n = 200


Chi Square Test of Independence: Daily Aspirin and Having Ever Had a Heart Attack

Cell

fO
fE
fO-fE
(fO-fE)2

(fO-fE)2/fE
R1C1

48
36
 +12
    144

   4.00

R1C2

24
36
 -12
    144

   4.00

R2C1

52
64
 -12
    144

   2.25

R2C2

76
64
 +12
    144

   2.25




__
__



  _____


          200       200


(2 =
  12.50

17.
How are the dfs generated for the 2 test of independence?

Df is equal to the product of:

{# of rows -1)(# of columns -1).  This formula can be symbolized as: df = (r-1) (c-1).

In a 2 x 2 table, df = (2-1)(2-1) = 1

18.  How can the critical value for the 2 test be obtained and how can a decision be made regarding the null hypothesis?

19.
If the 2 test is significant, what follow up procedure should be carried out?  


Compare the proportion of people in the first column who are in the first row with the proportion of people in the second column who are in the first row.

(A) What proportion of No daily aspirin people have ever had a heart attack? 

   FR1C1

       48
    ______
=   ____  = .48 

    FC1


  100
(B) What proportion of Daily Aspirin people have ever had a heart attack?


    FR1C2

  24
    ______
=   ____  = .24 

    FC2


  100
20.  What conditions must be met in order to use the 2 test of independence?
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