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PSY 230 

STUDY GUIDE #8

Pearson Correlation Coefficient

I.  Pearson Correlation Coefficient
1.
What is the difference between the experimental and correlational approaches to research?

2.
 What question is addressed with correlational research with continuous variables?   

“Is there a relationship between the relative standing of individuals on one variable (low, medium, or high) and their relative standing (low, medium, or high) on a second variable?”



Person


# of hours slept
Mood








(X)


(Y)






______________________________________________________________



Aaron


  9


10



Brooke

  
  8


  7



Carole


  5


  4



Donald

  
  3

  
  2



Elvis


  1

  
  1



_______________________________________________________________

3.   When is the correlational approach useful?

4.  What is a bivariate distribution?  How can a bivariate distribution be plotted on a graph? 


A bivariate distribution involves pairs of scores from each individual in the sample or population.

A scatter plot is a graph that represents the pair of observations for each person.   Each pair of observations for an individual is represented by a dot placed at the intersection of the X score and the Y score.  Thus, a scatter plot is a graph of a bivariate distribution.



Person


Manual 

Number of Typing Errors (Y)






Dexterity (X)





______________________________________________________________



Fred


  50




15



Gene

 
  50




12



Heidi


100




12



Irene

  
150

  


  6



Janet


150

  


  0



_______________________________________________________________

Mean




100

  


   9

Standard Deviation


  50




   6



________________________________________________________________
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5.  
How can scatter plots be interpreted in terms of direction and degree of relationship 
between two variables?

Characteristics of Relationships

(1) Direction of the relationship.  Relationships can be classified into two basic categories: positive (+) and negative (-).  With a positive correlation, the two variables tend to move in the same direction--when X increases, Y increases; when X decreases, Y decreases.  With a negative correlation, the two variables tend to move in opposite directions--when X increases, Y decreases; when X decreases, Y increases.   The direction of a relationship is indicated by the sign associated with the correlation coefficient.  A positive (+) sign indicates a direct relationship; a negative (-) sign indicates an inverse relationship.


(2) Degree of relationship.  The closer the points on the scatter plot cluster around a straight line, the stronger the linear relationship between X and Y.
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6.  How can the Pearson r be defined? 

The Pearson Product Moment Correlation Coefficient is an index with a sign that indicates the direction and a numerical value that indicates the strength of the linear relationship between two variables. 

The population symbol for the Pearson Product Moment Correlation Coefficient
is rho [(]. 

The sample symbol for this correlation coefficient is r.

The Pearson r can take on values ranging from -1.0 to +1.0.

The direction of the relationship is indicated by the sign, positive or negative, associated with the Pearson r.

The strength of the relationship is indicated by the absolute value of the numerical value associated with the Pearson r.

A perfect positive relationship is associated with a Pearson r of +1.0, whereas a perfect negative relationship is associated with a Pearson r of -1.0.  A Pearson r of .00 indicates the absence of a linear relationship.   A correlation coefficient indicates whether each person’s relative standing in the X distribution is related to his or her relative standing in the Y distribution.


A researcher is interested in determining whether there is a relationship between a manual dexterity test and number of errors made on a typing test.  She draws a sample of 5 high school students learning to type. Below are the scores on the manual dexterity test and number of errors made on the typing test.  In addition means and standard deviations are provided for both variables.

Raw Data for Computing the Correlation between 2 Interval Variables



Person


Manual 

# of Typing Errors (Y)






Dexterity (X)




______________________________________________________________



Fred


  50



15



Gene

 
  50



12



Heidi


100



12



Irene

  
150

  

  6



Janet


150

  

  0



_______________________________________________________________

Mean




100

  

  9

Standard

Deviation



  50

   

  6



________________________________________________________________

for the X variable, z = [Xi-Mx] /Sx

for the Y variable, z = [Yi-My] /Sy
7.
How can r be computed and defined?


r =   ( (zx) (zy)

                      _______

                           n

The Pearson r can be thought of as the mean of the product of the paired z scores.

1.
Convert the X scores to z scores and convert the Y scores to z scores.

2.
Multiply each participant’s z score for the X variable by his or her paired z score for the Y variable.

3.
Compute the mean of the product of the paired z scores by dividing the sum the products of the paired z scores by n.



Manual Dexterity 


# of Typing Errors 






Person

Raw
Dev.  z



Raw  Dev.  z


X
X-M
[X-M]/Sx

Y
Y-M
[Y-M]/SY
(zX) (zY)

______________________________________________________________

Fred

 50
-50
-1


15
+6
+1

- 1.0

Gene

 50
-50
-1


12
+3
+.5

-   .5

Heidi

100
   0
 0


12
+3
+.5

  0.0

Irene

150
+50
+1
 

  6
 -3
 -.5

-   .5

Janet

150
+50
+1
  

  0
 -9
-1.5

- 1.5

______________________________________________________________

Mean

100

 
 

  9


     r=-3.5/5=-.70

Standard

Deviation
  50

  


  6

______________________________________________________________

8.
What is the null hypothesis?  (= .00

9.
What needs to be computed to test this null hypothesis?

10.
How many degrees of freedom are associated with this test?


Df = n-2

11.
How can the critical value be determined given an alpha level? 


[See Page 8 of the Study Guide.]

12.
How can a conclusion be drawn regarding the null hypothesis? 

13.
What cautions need to be considered in interpreting Pearson rs?
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Figure 5.6-2. Scatter diagram illustrating the effect on r of restricting the
range of X to scores of 70 or above. The r for the unrestricted range is .55;
that for the restricted range is .06.
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5 669 754 .833 874
6 .622 .707 789 .834
r 582 666 .750 798
8 549 .632 716 .765
9 .521 .602 .685 .735
10 .497 .576 .658 .708
11 476 .553 634 .684
12 458 532 612 661
13 441 .514 .592 641
14 426 497 574 623
15 412 482 .558 .606
16 400 468 542 .590
17 389 456 528 .575
18 378 444 .516 .561
19 369 433 .503 .549
20 360 423 492 .537
21 352 413 482 526
=22 .344 404 472 .515
23 337 .396 462 .505
24 .330 .388 453 .496
25 323 381 445 487
26 317 374 437 479
27 311 367 430 471
28 .306 .361 423 463
29 301 .355 416 456
30 .296 .349 409 449
35 .275 325 .381 418
40 .257 304 .358 393
45 243 .288 .338 372
50 231 273 322 354
60 211 .250 .295 325
70 195 232 274 302
80 183 217 256 283
90 173 .205 242 .267

100 .164 195 .230 254






II. Different Types of Correlation Coefficients

14.   Which type of correlation coefficient is used when the two variables are (1) continuous; (2) ordered categories; and (3) unordered categories (with 2 categories per variable)

Correlational Coefficient
Type of Variables

____________________
_____________________________

Pearson r


2 continuous variables

Spearman Rho


2 ordered categories 

Phi



2 unordered categories (dichotomous variables)

_____________________________________________________

1.
You are interested in examining the relationship between years of playing golf and average golf score for 18 holes.

2.
You are interested in the extent to which two members of a search committee agree in their rankings of the list of candidates for a position.

3.
You are interested in the association between gender and living in the inner city versus the suburbs among single adults.

III.  Power and Sample Size Determination 

15.  How can power be computed for a Pearson correlation coefficient?   

 Power is the probability of rejecting a false null hypothesis.  Typically we desire that power = .8.

The value of (specified under the alternative hypothesis is designated  (A.

.10 = small (A; .30 = moderate (A; .50 = large (A.
Steps in Computing Power.   

STEP 1: Determine gamma ((), the population effect size.  In the case of the correlation coefficient, gamma equals the absolute value of (A.   

STEP 2: Determine delta (().  Delta combines the estimate of the population effect size and sample size.   

                ____            

delta = /(A/ x ( N-1  

STEP 3: Enter Table H with an a priori specified value for ( and the value of delta that was just computed.
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Given the desired power, (, and (A how can the sample size be determined for a study examining a Pearson correlation coefficient?

STEP 1: Entering Table I with the desired power and a priori specified value of (, determine delta.  

STEP 2: Solve for n using the formula, n = (DELTA/(A)2 + 1.
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