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STUDY GUIDE #9: Regression



Person


Manual 

# of Typing Errors (Y)






Dexterity (X)







______________________________________________________________



Fred


  50



15



Gene

 
  50



12



Heidi


100



12



Irene

  
150

  

  6



Janet


150

  

  0



_______________________________________________________________

Mean




100

  

  9

Standard

Deviation



  50

   

  6



________________________________________________________________

r = -.70

1.  What does a regression analysis enable us to do?


With a regression analysis, we generate a prediction equation that provides a way to predict the scores of individuals on the quantitative dependent variable (Y), for all plausible values of the predictor variable (X).

2.   What are the components of the regression equation?

General linear equation: Yi` = [(b) (Xi)] + a 

Xi = score on the predictor variable for a specific person (e.g., manual dexterity score).

Yi` = predicted score on Y for a specific person (e.g., predicted # of typing errors).

b = slope;  

a = y-intercept

The slope (b) indicates the average amount of change in Y per 1 unit increase in X.  

The y-intercept (a) is the value of Y` when X = 0.

In this equation b and a are constants whereas X and Y` are variables. 

Whereas Yi` is the predicted score on Y (e.g., predicted # of typing errors) for an individual, Yi is the observed score on Y for the individual (e.g., # of typing errors actually made). 

3.  How can the slope and the y-intercept be determined from two X,Y data points?  

The slope of a regression line is the ratio of the rise to the run.  The rise is called the vertical movement and the run is called the horizontal movement.  The rise refers to the change in Y whereas the run refers to the change in X.

What are the slope and intercept for the straight line that passes through the points (0,3) and (2,6)?

What are the intercept and slope for the straight line that passes through the points, (0,5) and (1,3)?

4.  What criterion did statisticians use in developing formulas for the prediction of Y from X?

The criterion used in developing a regression or prediction line is to minimize errors in prediction.  Errors in prediction can be defined as the distance between the actual Y scores and the predicted Y scores (Yi-Yi’).  More formally, the criterion is to minimize the sum of the squared errors in prediction:

( (Yi  - Yi `)2
   



The slope and Y-intercept are computed using formulas that minimize the squared errors in prediction, thus providing the best-fitting line.

5.   How can we generate a prediction equation?

For the best-fitting prediction line, 

b = r (Sy / Sx) 

and 

a = My - [(b) (Mx )]
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(-.70) (6)

b = r (SY / SX) =    _____________ = -.084



       
    50  

a = My - [(b) (Mx )] = 9 - [-.084 x 100] = 9 – [- 8.4]  = 9 + 8.4 = 17.4

Yi` = -.084 Xi + 17.4

6.  How can we use the prediction equation to solve for predicted scores (Yi`) and to plot the prediction (or regression) line?

If (Manual Dexterity) X = 0, Y` (predicted # of errors) = [-.084 x 0] + 17.4 = 0 + 17.4 = 17.4 

If  X = 50, Y` = [-.084 x 50] + 17.4 = -4.2 + 17.4 = 13.2 

If X = 100, Y` = [-.084 x 100] + 17.4 = -8.4 + 17.4 = 9

If X = 150, Y` = [-.084 x 150] + 17.4 = -12.6 + 17.4 = 4.8

REGRESSION LINE SUPERIMPOSED ON SCATTERPLOT
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Predicting Typing Errors (Y) from the Manual Dexterity Test (X) n = 5

_____________________________________________________________________________

Name
Manual
Typing 
Predicted 
Error Deviation
Squared Error 


Dexterity (X)
Errors (Y)
Scores (Y`)
Y - Y`


Deviation











(Y - Y`)2
_____________________________________________________________________________

Fred  
50

15

13.2

 +1.8


  3.24



Gene  
50

12

13.2

  -1.2


  1.44

Heidi
100

12

  9.0

 +3.0


  9.00

Irene
150

  6

  4.8

 +1.2


  1.44

Janet
150

  0

  4.8

  -4.8


23.04

_____________________________________________________________________________








    0


38.16

7.  How can we evaluate the utility of a regression equation?

One way to evaluate the utility of the regression line is to create a graph in which the regression line is superimposed on a scatter plot of the bivariate data.  

A second way to evaluate the utility of the regression line is to compare the standard error of estimate for predicting y from x to the standard deviation of the y scores.

8.  What is the conceptual formula for the population standard error of estimate?  

(y’   is the symbol for the population standard error of estimate.

The formula for the population standard error of estimate involves taking the square root of the average squared distance between the actual Y scores and the predicted Y scores.       

             ___________  





(y’   = (( (Y- Y`)2 /N     

9.  How does the formula for the population standard error of estimate differ from the population standard deviation for the Y scores?

           ___________

(y =  (( (Y- (y)2 /N     

Whereas (y  provides an approximate measure of the average distance that Y scores fall on either side of the mean of the Y scores, (y’ provides an approximate measure of the average distance that Y scores fall from their predicted scores (Y’).  

10. What is the formula for the sample standard error of estimate?

  _____________

 sy’   =   (( (Y- Y`)2 /n-2     

Applying this formula to the data on Page 5 of the Handout,

     ________           ______
          _____

sy’   =      (38.16/5-2     =  (38.16/3     =     (12.72    =     3.57

11. If a regression equation is a good one, what will be the relation between the size of  

sy’ and sy?

12.  What is the third way to evaluate the utility of the regression equation?  

r2 is the index used to determine the proportion of variance in Y accounted for by X.

To compute r2, you simply square the value of r.

For example, since the correlation between Manual Dexterity and # of typing errors = -.7, 
r2 = -.7 x -.7 = .49.  This means that manual dexterity accounts for 49 percent (.49 X 100) of the variance in # of typing errors.

r2 can range from .00 to 1.00.  r2 will equal 0, when r = .00 and r 2 will equal 1.00 when r = -1 or +1.  As the absolute value of the r increases, the proportion of variance in the Y scores accounted for by X increases.  r2 is an index of the strength of the relationship between X and Y.

The term “proportion of variance accounted for” indicates the proportion (or percentage) of the reduction in the variability in predicting Y scores that has been achieved by knowing where individuals are located on the X variable.   As the absolute value of the relation between X and Y increases, the variability in the Y scores at specific values of the X variable decreases. 

Suppose a researcher wants to predict ratings of nervousness from # of cups of coffee consumed.

N = 12, rxy = .97, R2xy = .95,  

Let’s compare how much variability exists in the Y scores (nervousness ratings) when the predictor variable (# of cups of coffee) is ignored with how much variability exists in the Y scores when the predictor variable is taken into account.
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13.  What is the relationship between (y’ and r and r2?

                 _____

(y’ =   (y  (1 - r2
When r = .00, (y’ = (y.

When r = +1 or –1, (y’ = 0. 


As the absolute value of the correlation between X and Y increases, (y’ decreases 
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14.  How are prediction equations used in the real world? 

Steps in using a regression equation 

1.
Collect data on several predictors in a sample of applicants to law school.

X1 = LSAT scores

X2 = College GPA
X3 = Ratings of goal statement

X4 = Ratings of letters of recommendation

2.
Determine the GPA of the applicants after the first year of law school.  

Let Y = GPA in Law School.

3. Generate a multiple regression equation for predicting GPA in law school from the four predictors. 

Multiple regression equation: 
Yi` = b1X1 + b2X2 + b3X3 + b4X4 + a

b1  is the slope for predicting Law School GPA from LSAT Scores

b2 is the slope for predicting Law School GPA from College GPA

b3 is the slope for predicting Law School GPA from Ratings of goal statement

b4 is the slope for predicting Law School GPA from Ratings of letters of recommendation

a is  the Y-intercept. 

4. 
Determine the predicted values of Y for plausible values of X.

5.
Determine how well the prediction equation works (compute r2).

6.
If the prediction equation works well, collect data on the predictor variables for future applicants

7.
Using the prediction equation, generate predicted GPAs (Y`) for future applicants from the values of X1, X2, X3, and X4.

8.
Select applicants who are predicted to have the best GPAs (e.g., applicants predicted to have GPAs of 3.5 or higher).

15.  What is meant by the phrase, “regression to the mean”?  How can predicted and observed regression to the mean be illustrated?  What is the regression fallacy?  How can the regression fallacy be overcome?  

Regression to the mean refers to a tendency for scores, particularly extreme scores, to move toward the mean.
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FIGURE 11.2

Regression toward the mean for different val-
ues of X, given r = .50.




Regression Effect for Actual Data: Top 10 hitters in the American League in 2000 and how they fared in 2001

Player


Batting Average in 2000
Batting Average in 2001

Garciaparra

.372



.289

Erstad


.355



.258

Ramirez

.351



.306

Delgado

.344



.279

Jeter


.339



.311

Segui


.334



.301

Giambi

.333



.342

Sween


.333



.304

Thomas

.328



.221

Damon

.327



.256

The regression fallacy is committed whenever an effect is interpreted as real when it may be due to regression toward the mean.

PAGE  
11

