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Abstract
Attributed networks are ubiquitous and form a critical component of modern information infrastructure, where additional node attributes complement the raw network structure in knowledge discovery. Recently, detecting anomalous nodes on attributed networks has attracted an increasing amount of research attention, with broad applications in various high-impact domains, such as cybersecurity, finance, and healthcare. Most of the existing attempts, however, tackle the problem with shallow learning mechanisms by ego-network or community analysis, or through subspace selection. Undoubtedly, these models cannot fully address the computational challenges on attributed networks. For example, they often suffer from the network sparsity and data nonlinearity issues, and fail to capture the complex interactions between different information modalities, thus negatively impact the performance of anomaly detection. To tackle the aforementioned problems, in this paper, we study the anomaly detection problem on attributed networks by developing a novel deep model. In particular, our proposed deep model: (1) explicitly models the topological structure and nodal attributes seamlessly for node embedding learning with the prevalent graph convolutional network (GCN); and (2) is customized to address the anomaly detection problem by virtue of deep autoencoder that leverages the learned embeddings to reconstruct the original data. The synergy between GCN and autoencoder enables us to spot anomalies by measuring the reconstruction errors of nodes from both the structure and the attribute perspectives. Extensive experiments on real-world attributed network datasets demonstrate the efficacy of our proposed algorithm.

Keywords: Anomaly Detection; Attributed Networks; Graph Convolutional Network; Deep Autoencoder

1 Introduction
Attributed networks provide a potent tool to handle the data heterogeneity that we are often confronted with in vast amounts of information systems. Apart from traditional plain networks in which only node-to-node interactions are observed, attributed networks also encode a rich set of features for each node [2, 13, 18]. They are increasingly used to model a wide range of complex systems, such as social media networks, critical infrastructure networks, and gene regulatory networks [2, 26]. For example, in social networks, users not only are connected with each other by performing various social activities but also are affiliated with rich profile information; in critical infrastructure networks, different power stations form grids, and are also associated with additional attribute information (e.g., electricity capacity); in gene regulatory networks, genes interact with each other to control specific cell functions in addition to the rich gene sequence expressions. Studies from social science have shown that data often exhibits correlation among the attributes of connected individuals [20, 29], and such insights are helpful in distilling actionable knowledge from such networks.

Detecting anomalies from data (e.g., attribute-value data, networked data) is a vital research problem of pressing societal concerns, with significant implications in many security-related applications, ranging from social spam detection, financial fraud detection to network intrusion detection [1]. Due to the strong modeling power of attributed networks in unifying information of different modalities, there is a surge of research interests in detecting anomalous nodes whose patterns deviate significantly from other majority nodes on attributed networks. Generally, the abnormality of nodes on attributed networks is not only determined by their mutual interactions with others (w.r.t. topological structure), but also is measured by their content dissonance (w.r.t. nodal attributes).

Due to the prohibitive cost for accessing the ground truth anomalies, existing efforts are mostly un supervised. Among them, one family of methods study the problem at the mesoscale with ego-network [24] or community analysis [10] and then identify anomalies by measuring the abnormality of ego-networks or comparing the current node with other nodes within the same community. Another family of methods heavily rely on subspace selection and attempt to find anomalies in a node feature subspace [28, 27, 21, 25]. Recently, residual analysis has emerged as another way to find anomalous nodes [17, 23], where anomalies are defined as the nodes that cannot be approximated from others. Despite their empirical success, the following challenges remain for anomaly detection on attributed networks: (1) Network sparsity - the network structure could be very sparse on real-world attributed networks; thus ego-network or community analysis is difficult to perform as they highly depend on the observed node interactions. (2) Data nonlinearity - the node interactions and nodal attributes are highly non-linear in nature while existing subspace selection based anomaly detectors mainly
model the attributed networks with linear mechanisms. (3) Complex modality interactions - attributed networks are notoriously difficult to tackle due to the bewildering combination of two information sources, which necessitates a unified feature space to capture their complex interactions for anomaly detection.

To address the challenges above, we propose to model the attributed networks with graph convolutional network (GCN) [16]. GCN, which takes the topological structure and nodal attributes as input, is able to learn discriminative node embeddings by stacking multiple layers of linear units and non-linear activation functions. Even though GCN emerges to be a principled tool to model attributed networks and achieves the state-of-the-art performance in the semi-supervised node classification task, it remains unclear how its power can be shifted to the anomaly detection problem. To bridge the gap, we propose a novel graph convolutional autoencoder framework called DOMINANT (Deep Anomaly Detection on Attributed Networks) to support anomaly detection on attributed networks. Specifically, DOMINANT first compresses the input attributed network to succinct low-dimensional embedding representations using graph convolutional network as an encoder function; then we aim to reconstruct both the topological structure and nodal attributes with corresponding decoder functions. The reconstruction errors of nodes following the encoder and decoder phases are then leveraged for spotting anomalous nodes on attributed networks. The main contributions of this paper are as follow:

- We systematically analyze the limitations of existing shallow anomaly detection methods and show the significance of developing a novel deep architecture anomaly detector on attributed networks.
- We develop a principled graph convolutional autoencoder DOMINANT which seamlessly models the attributed network and conducts anomaly detection in a joint framework. In particular, the proposed model can spot anomalies by analyzing the reconstruction errors of nodes from both the structure and the attribute perspectives.
- We evaluate our proposed model on various attributed networks from different domains. Empirical experimental results demonstrate the superior performance of our proposed framework.

The remaining of the paper is organized as follows. We formally introduce the problem definition in Section 2. In Section 3, we present the details of the proposed deep anomaly detection model. Experimental evaluations on multiple real-world datasets are shown in Section 4. Section 5 reviews the related work and Section 6 concludes the whole paper.

2 Problem Definition

Following the commonly used notations, in this paper, we use calligraphic fonts to denote sets (e.g., \( \mathcal{V} \)), bold lowercase letters (e.g., \( \mathbf{x} \)) to denote vectors and bold uppercase letters for matrices (e.g., \( \mathbf{X} \)). The \( i \)th row of a matrix \( \mathbf{X} \) is denoted by \( \mathbf{x}_i \) and the \((i,j)\)th element of matrix \( \mathbf{X} \) is denoted by \( X_{i,j} \). Besides, we represent the identity matrix as \( \mathbf{I} \), and the transpose of a matrix \( \mathbf{X} \) is represented as \( \mathbf{X}^T \). The \( \ell_2 \)-norm of a vector is denoted by \( || \cdot ||_2 \). The Frobenius norm of a matrix is represented by \( || \cdot ||_F \). Accordingly, we define the attributed network as follows:

Definition 1. Attributed Networks: An attributed network \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathbf{X}) \) consists of: (1) the set of nodes \( \mathcal{V} = \{v_1, v_2, ..., v_n\} \), where \( |\mathcal{V}| = n \); (2) the set of edges \( \mathcal{E} \), where \( |\mathcal{E}| = m \); and (3) the node attributes \( \mathbf{X} \in \mathbb{R}^{n \times d} \), where the \( i \)th row vector \( \mathbf{x}_i \in \mathbb{R}^d \) is the attribute\(^1 \) information for the \( i \)th node.

The topological structure of attributed network \( \mathcal{G} \) can be represented by an adjacency matrix \( \mathbf{A} \), where \( A_{i,j} = 1 \) if there is a link between node \( v_i \) and node \( v_j \). Otherwise, \( A_{i,j} = 0 \). We follow the setting of [17] to obtain the adjacency matrix \( \mathbf{A} = \max(\mathbf{A}, \mathbf{A}^T) \) for directed networks. To make the results more interpretable, we formulate the task of anomaly detection on attributed networks as a ranking problem:

Problem 1. Anomaly Ranking on Attributed Networks: Given an attributed network \( \mathcal{G} \), with the adjacency matrix \( \mathbf{A} \) and attribute information matrix \( \mathbf{X} \) of \( n \) node instances, the task is to rank all the nodes according to the degree of abnormality, such that the nodes that differ singularly from the majority reference nodes should be ranked on high positions.

Next, we will introduce our proposed deep framework which models network topological structure and nodal attributes coherently for detecting anomalies on attributed networks in details.

3 The Proposed Model

In this section, we present the proposed framework of DOMINANT in details. The architecture of the deep model is illustrated in Figure 1. As can be observed, the fundamental building block of DOMINANT is the deep autoencoder [11] and it consists of three essential components: (i) attributed network encoder - which models network structure and nodal attributes seamlessly in a joint framework for node embedding representation learning with GCN; (ii) structure reconstruction

\(^1\)In this paper, we use attribute and feature interchangeably.
decoder - which aims to reconstruct the original network topology with the learned node embeddings; and (iii) attribute reconstruction decoder - which attempts to reconstruct the observed nodal attributes with the obtained node embeddings. Afterwards, the reconstruction errors of nodes are then leveraged to flag anomalies on attributed networks.

3.1 Preliminary - Deep Autoencoder As suggested by [32, 37, 17], the disparity between the original data and the estimated data (i.e., reconstruction errors) is a strong indicator to show the abnormality of instances in a dataset. Specifically, the data instances with large reconstruction errors are more likely to be considered as anomalies, since their patterns deviate significantly from the majority and cannot be accurately reconstructed from the observed data. Among various reconstruction based anomaly detection methods, deep autoencoder achieves state-of-the-art performance. Deep autoencoder is a type of deep neural network that is used to learn latent representations of data in an unsupervised manner by stacking multiple layers of encoding and decoding functions together. It has achieved promising learning performance in various domains, such as computer vision, natural language processing, and speech recognition [11].

Given an input dataset $X$, the encoder $Enc(\cdot)$ is first applied to map the data into a latent low-dimensional feature space, and then the decoder $Dec(\cdot)$ tries to recover the original data based on the latent representations. The learning process can be described as minimizing a cost function described below:

$$\text{(3.1)} \quad \min \mathbb{E}[\text{dist}(X, Dec(Enc(X)))]$$

where $\text{dist}(\cdot, \cdot)$ is a predefined distance metric. In practice, we often choose the $l_2$-norm distance to measure the reconstruction errors. It also should be noted that deep autoencoder is able to capture the highly nonlinear information from high-dimensional input by applying multiple layers of linear units and nonlinear activation functions in the encoder and decoder phases, which is advantageous compared to conventional shallow learning models. Subsequently, in this study, we propose to solve the problem of anomaly detection on attributed networks in a deep autoencoder architecture.

3.2 Attributed Network Encoder As a rich network representation, attributed networks encode not only the network structure but also abundant nodal attributes. However, conventional deep autoencoders can only handle $i.i.d.$ attribute-value data [37, 35], which cannot be directly applied to our scenario. How to design an effective encoder to capture the underlying properties of attributed networks remains a daunting task as we need to address the three challenges (i.e., network sparsity, data nonlinearity, and complex modality interactions) simultaneously. To this end, we propose a new type of attributed network encoder inspired by the graph convolutional network (GCN) model [16]. Specifically, GCN considers the high-order node proximity when learning the embedding representations, thus it mitigates the network sparsity issue beyond the observed links among nodes. Meanwhile, through multiple layers of nonlinear transformations, it captures the nonlinearity of data and the complex interactions of two information modalities on attributed networks.

Mathematically, GCN extends the operation of convolution to networked data in the spectral domain and learns a layer-wise new latent representation by a spectral convolution function:

$$\text{(3.2)} \quad H^{(l+1)} = f(H^{(l)}, A|W^{(l)})$$

where $H^{(l)}$ is the input for the convolution layer $l$, and $H^{(l+1)}$ is the output after the convolution layer. We take the attribute matrix $X \in \mathbb{R}^{n \times d}$ as the input of first layer, which is equivalent to $H^{(0)}$. $W^{(l)}$ is a

Figure 1: The overall framework of our proposed DOMINANT for deep anomaly detection on attributed networks.
layer-specific trainable weight matrix we need to learn in the neural network. Each layer of the graph convolutional network can be expressed with the function $f(H^{(l)}, A|W^{(l)})$ as follows:

$$f(H^{(l)}, A|W^{(l)}) = \sigma(\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} H^{(l)} W^{(l)})$$

where $\tilde{A} = A + I$ and $\tilde{D}$ is the diagonal matrix of $\tilde{A}$ with the diagonal element as $\tilde{D}_{i,i} = \sum_j \tilde{A}_{i,j}$. Thus we can directly compute $\tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}}$ as a pre-processing step. Note that $\sigma(\cdot)$ is a non-linear activation function, such as $\text{Relu}(x) = \max(0, x)$. It is worth noting that the filter or feature map parameters $W^l$ are shared for all nodes on the attributed network.

Given the attribute matrix $X$ as input, the $k^{th}$-hop neighborhood of each node can be effectively captured by successively stacking a number of $k$ convolutional layers. Therefore, the embeddings $Z$ not only encode the attribute information of each node but also involve the $k^{th}$-order node proximity information. In this work, we propose to use three convolutional layers for constructing the attributed network encoder, but it should be noted that more layers can also be stacked for building a deeper network. The attributed network encoder can be formulated as:

$$H^{(1)} = f_{\text{Relu}}(X, A|W^{(0)})$$

$$H^{(2)} = f_{\text{Relu}}(H^{(1)}, A|W^{(1)})$$

$$Z = H^{(3)} = f_{\text{Relu}}(H^{(2)}, A|W^{(2)})$$

Here, $W^{(0)} \in \mathbb{R}^{n \times h_1}$ is an input-to-hidden layer with $h_1$ feature maps. Similarly, $W^{(1)} \in \mathbb{R}^{h_1 \times h_2}$ and $W^{(3)} \in \mathbb{R}^{h_2 \times h_3}$ are two hidden-to-hidden weight matrices. After applying three layers of convolution, the input attributed network can be transferred to the $h_3$-dimensional latent representations $Z$, which can capture the high non-linearity in the topological network structure and nodal attributes.

### 3.3 Structure Reconstruction Decoder

In this subsection, we will discuss how to reconstruct the original network structure with the learned latent representations $Z$, which is from the aforementioned encoder module. Let $\hat{A}$ denote the estimated adjacency matrix, then the structure reconstruction error $R_S = A - \hat{A}$ can be exploited to determine structural anomalies on the network. Specifically, for a certain node, if its structure information can be approximated through the structure reconstruction decoder, thus it is of low probability to be anomalous. On the opposite side, if the connectivity patterns cannot be well reconstructed, it implies that its structure information does not conform to the patterns of majority normal nodes. Therefore, a larger norm of $R_S(i, :)$ indicates that the $i^{th}$ node on the attributed network has a higher probability of being an anomaly from the network structure aspect. Specifically, the decoder takes the latent representations as input and predicts whether there is a link between each pair of two nodes:

$$p(\hat{A}_{i,j} = 1|x_i, z_j) = \text{sigmoid}(z_i, z_j^T)$$

Accordingly, we train a link prediction layer based on the output of attributed network encoder $Z$, which can be presented as follows:

$$\hat{A} = \text{sigmoid}(ZZ^T)$$

### 3.4 Attribute Reconstruction Decoder

Similarly, to compute the reconstruction errors of nodal attributes, we propose an attribute reconstruction decoder that approximates the nodal attributes information from the encoded latent representations $Z$. Specifically, the attribute reconstruction decoder leverages another graph convolutional layer to predict the original nodal attributes as follows:

$$\hat{X} = f_{\text{Relu}}(Z, A|W^{(3)})$$

With the computed reconstruction errors $R_A = X - \hat{X}$, we can spot anomalies on the attributed networks from the attribute perspective.

### 3.5 Anomaly Detection

Until now, we have introduced how to reconstruct the topological network structure, and nodal attributes using structure reconstruction decoder and attribute reconstruction decoder, respectively. To jointly learn the reconstruction errors, the objective function of our proposed deep graph convolutional autoencoder can be formulated as:

$$\mathcal{L} = (1 - \alpha)R_S + \alpha R_A$$

$$= (1 - \alpha)||A - \hat{A}||_F^2 + \alpha||X - \hat{X}||_F^2,$$

where $\alpha$ is an important controlling parameter which balances the impacts of structure reconstruction and attribute reconstruction.

By minimizing the above objective function, our proposed deep graph convolutional autoencoder can iteratively approximate the input attributed network based on the encoded latent representations until the objective function converges. The final reconstruction errors are then employed to assess the abnormality of nodes. Note that the weight matrices of the deep graph convolutional autoencoder are trained using gradient descent on the objective function. After a certain number of iterations, we can compute the anomaly score of each node $v_i$ according to:

$$\text{score}(v_i) = (1 - \alpha)||a - \hat{a}_i||_2 + \alpha||x_i - \hat{x}_i||_2.$$
4.2 Experimental Settings In this section, we introduce the detailed experimental settings, including the compared baseline methods and evaluation metrics.

**Compared Methods.** We compare the proposed DOMINANT framework with the following popular anomaly detection methods:

- **LOF** [4] detects anomalies at the contextual level and only considers nodal attributes.
- **SCAN** [34] is a structure based detection method which detects anomalies at the structural level.
• **AMEN** [24] uses both attribute and network structure information to detect anomalous neighborhoods. Specifically, it analyzes the abnormality of each node from the ego-network point of view.

• **Radar** [17] is the state-of-the-art unsupervised anomaly detection framework for attributed networks. It detects anomalies whose behaviors are singularly different from the majority by characterizing the residuals of attribute information and its coherence with network information.

• **ANOMALOUS** [23] performs joint anomaly detection and attribute selection to detect anomalies on attributed networks based on the CUR decomposition and residual analysis.

Evaluation Metrics In the experiments, two evaluation metrics are used to measure the performance of different anomaly detection algorithms:

• **ROC-AUC**: As a widely used evaluation metric in previous anomaly detection methods [17, 23], the ROC curve is a plot of true positive rate (an anomaly is recognized as an anomaly) against false positive rate (a normal node is recognized as an anomaly) according to the ground truth and the detection results. AUC value is the area under the ROC curve, representing the probability that a randomly chosen abnormal node is ranked higher than a normal node. If the AUC value approaches 1, the method is of high quality.

• **Precision@K**: As each anomaly detection method outputs a ranking list according to the anomalous scores of different nodes, we use Precision@K to measure the proportion of true anomalies that a specific detection method discovered in its top K ranked nodes.

• **Recall@K**: This metric measures the proportion of true anomalies that a specific detection method discovered in the total number of ground truth anomalies.

Parameter Settings In the experiments on different datasets, we propose to optimize the loss function with Adam [15] algorithm and train the proposed model for 300 epochs for the performance evaluation. We set the learning rate to 0.005. In addition, the attributed network encoder is built with three convolutional layers (64-neuron, 32-neuron and 16-neuron, respectively). For the other baselines, we retain to the settings described in the corresponding papers.

4.3 Experimental Results In the experiments, we evaluate the performance of our proposed model **Dominant** by comparing it with the aforementioned baselines. We first present the experimental results in terms of ROC-AUC on the three datasets in Figure 2. Then we present the results w.r.t. Precision@K and Recall@K for other methods on all the attributed networks in Table 2. Note that we do not include the results of SCAN and AMEN in Table 2 as they are clustering based methods that cannot provide a precise ranking list for all the nodes. From the evaluation results, we make the following observations:

• The proposed deep model **Dominant** outperforms other baseline methods on all the three attributed networks. It verifies the effectiveness of performing anomaly detection on attributed networks by deep architecture.

• **LOF** and **SCAN** cannot achieve satisfying results in our experiments as they merely consider the nodal attributes or topological structure. Even though **AMEN** is designed for anomaly detection on attributed networks, it centers around finding
4.4 Parameter Analysis Next, we investigate the impact of the controlling parameter $\alpha$ in our proposed DOMINANT framework and report the performance variance results in Figure 3. Here we present the AUC values on the three attributed network datasets. The controlling parameter $\alpha$ balances the impact of attribute reconstruction errors and structure reconstruction errors on model training and anomaly scores computation. In two extreme cases, DOMINANT will only consider the structure reconstruction errors when $\alpha$ is set to 1 while merely consider the attribute reconstruction errors when $\alpha$ is set 0. The results indicate that it is necessary to find a balance between the structure reconstruction errors and attribute reconstruction errors for achieving a better performance. The reasonable choice of $\alpha$ is around 0.4 to 0.7 for BlogCatalog and Flickr datasets, and 0.5 to 0.8 for ACM dataset.

5 Related Work

In this section, we briefly review related work in two aspects: (1) anomaly detection on attributed networks; and (2) deep learning on network data.

5.1 Anomaly Detection on Attributed Networks As attributed networks are increasingly used to model a wide range of complex systems, the studies of anomaly detection on attributed networks have attracted a lot of attention. Generally, the existing methodologies can be divided into three categories: the first category of anomaly detection methods aims to spot anomalies with community or ego-network analysis. For instance, CODA attempts to simultaneously find communities as well as spot community anomalies within a unified probabilistic model [10]. AMEN [24] considers the ego-network information for each node and discovers anomalous neighborhoods on attributed networks. Besides that, another family of methods is focused on spotting abnormal nodes in a node feature subspace [28, 27, 21]. For example, GOutRank [21] conducts anomaly ranking on attributed networks based on subspace cluster analysis. ConSub [28] takes subspace selection algorithm as a pre-processing step before anomaly detection. FocusCO [25] focuses on community anomalies on a predefined subspace from user preferences. In addition to the methods mentioned above, residual analysis has emerged as another common way to measure the abnormality of nodes on attributed networks. In particular, Radar [17] characterizes the residuals of attribute information and its coherence with network information for anomaly detection. ANOMALOUS [23] further incorporates CUR decomposition into the residual analysis to alleviate the adverse impacts of noisy features for anomaly detection. Despite their fruitful progress, these models are limited by their shallow mechanisms and are incapable of han-
5.2 Deep Learning on Networked Data

With the growing research interests on deep learning, tremendous efforts have been devoted to developing deep neural networks on networked data for various learning tasks [6, 33, 22, 5, 36, 3]. As one of the first attempts, HNE [6] develops a heterogeneous deep model to embed heterogeneous network data into a unified latent feature space. Afterward, a surge of deep autoencoder based models [33, 5, 9] have been proposed for network representation learning, and render state-of-the-art performance by their strong capability in capturing highly non-linear properties of data. Among them, SDNE [33] exploits the first and second order node proximity by extending the traditional autoencoder framework. TriDNR [22] captures the inherent correlations between structure, node content and label information via a tri-party autoencoder architecture. Meanwhile, recent research advances on graph convolutional network (GCN) [16, 7, 12] demonstrate superior learning performance by considering neighbors of nodes that are multiple hops away. In particular, GCN [16] takes the structure and attribute information as input, and extends the operation of convolution on network data in the spectral domain for embedding representation learning. GraphSAGE[12] enables inductive representation learning on graph structured data by learning a function that generates embeddings by sampling and aggregating features from a nodes local neighborhood. Nevertheless, all these methods focus on learning embedded representations of nodes, it is still not clear how to perform anomaly detection on top of the deep neural networks. Even though the recently proposed NetWalk [35] combines network representation learning and anomaly detection in a joint framework, it is proposed to solve the problem of anomaly detection on dynamic networks, which cannot be directly applied to our attributed network scenario.

6 Conclusion

In this paper, we make the first investigation on the research problem of anomaly detection on attributed networks by developing a carefully designed deep learning model. Specifically, we address the limitations of existing methods and model the attributed networks with graph convolutional network (GCN). As GCN handles the high-order node interactions with multiple layers of nonlinear transformations, it alleviates the network sparsity issue and can capture the nonlinearity of data as well as the complex interactions between two sources of information on attributed networks. To further enable the detection of anomalous nodes, we introduce a deep autoencoder framework to reconstruct the original attributed network with the learned node embeddings from GCN. The reconstruction errors of nodes are then employed to flag anomalies. The experimental results demonstrate the superiority of the proposed deep model over the state-of-the-art methods. Future work can be focused on two aspects: first we will investigate if the proposed deep model is vulnerable to data poisoning attacks as intelligent attackers can inject malicious samples to avoid the anomalies being detected; second, we will study how to develop robust anomaly detectors in the presence of adversarial attacks.
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