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ABSTRACT
Studies suggest that self-harm users found it easier to discuss self-harm-related thoughts and behaviors using social media than in the physical world. Given the enormous volume of social media data, on-line self-harm content is likely to be buried rapidly by other normal content. To enable voices of self-harm users to be heard, it is important to distinguish self-harm content from other types of content. In this paper, we aim to understand self-harm content and provide automatic approaches to its detection. We first perform a comprehensive analysis on self-harm social media using different input cues. Our analysis, the first of its kind in large scale, reveals a number of important findings. Then we propose frameworks that incorporate the findings to discover self-harm content under both supervised and unsupervised settings. Our experimental results on a large social media dataset from Flickr demonstrate the effectiveness of the proposed frameworks and the importance of our findings in discovering self-harm content.
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1. INTRODUCTION
A central challenge in public health revolves around how to identify individuals who are at risk for taking their own lives. Deliberate self-injury is a behavior that some people use to cope with difficulties or painful feelings, and it has become the second leading cause of death for young people aged 15 to 19 years, and the tenth leading cause of death for young people. Deliberate self-injury is a behavior that some people use to cope with difficulties or painful feelings, and it has become the second leading cause of death for young people aged 15 to 19 years, and the tenth leading cause of death for young people. Deliberate self-injury is a behavior that some people use to cope with difficulties or painful feelings, and it has become the second leading cause of death for young people aged 15 to 19 years, and the tenth leading cause of death for young people. Deliberate self-injury is a behavior that some people use to cope with difficulties or painful feelings, and it has become the second leading cause of death for young people aged 15 to 19 years, and the tenth leading cause of death for young people.
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National Alliance on Mental Illness 1 that there are around 2 million young adults and teenagers who have injured themselves. Another research from Britain [17] reported that among 400 pupils aged 14–16, more than 6.5% confirmed they harmed themselves in the last year. Self-harm prevention is challenging since it is a multi-faceted problem, with different categories of self-harm behaviors due to different social/personal reasons, pathogenesis, and/or underlying illnesses [15].

Existing efforts toward discovering and caring self-harm people, especially adolescents, have primarily relied on self report or friends/family [31, 17, 15]. However, such efforts face tremendous methodological challenges. First, self-harm people often find it difficult to discuss their feelings [14] and that is why they use self-harm to express their emotions. Most self-harm people suffer depression, anxiety or other mental health issues which make the self-harm behavior difficult to be discovered by their friends/families [21]. Second, although it is estimated that 7%-14% of adolescents may inflict self-harm at some time in their lives, and 20%-45% of older adolescents have been reported to have suicidal thoughts at some time [16], the relatively rare occurrence of completed self-harm treatment and the stigma associated with self-harm reports have made studies challenging and expensive to conduct. In addition, extremely long follow-up intervals are typically required for effective study. As consequence, there are limited research efforts on examining factors associated with the development of future self-harm thoughts among self-harm-prone people [16].

Nowadays people are increasingly using social media platforms, such as Twitter and Flickr, to share their thoughts and daily activities. The ubiquity of smart phones/tablets has also made such sharing easy and often instantaneous. As a result, social media provides a means to capture behavioral attributes that are relevant to an individual’s thinking, mood, personal and social activities, and so on. In the physical world, people in need of help on mental issues usually do not know who to ask for help, and they often afraid that their trust could be betrayed, or they fear that asking for help may lead to more problems for themselves [19, 16]. On the other hand, they could be very active and open on social media when it comes to communication of the self-harm problem [10]. Given the enormous volume of social media data that is
created daily, a crucial step to enable the voices of self-harm users to be heard is to identify self-harm content that could be buried by the vast amount of normal content. A self-harm post from Flickr is demonstrated in Figure 1, which consists of multiple sources including text, photo, temporal information and meta information of its owner (highlighted by red circles in Figure 1). It appears that, while this problem has not been well-studied before, the rich information in social media posts may provide unprecedented opportunities for us to understand self-harm content.

In this paper, we aim to understand and discover self-harm content in social media. To achieve this goal, we need to (1) reveal the distinct characteristics of self-harm content from normal content; and (2) leverage these characteristics to build models to automatically discover self-harm content. We conduct a comprehensive analysis on self-harm social media content using textual, owner-related, temporal and visual information, and our major understandings are summarized as: (1) The language of self-harm content has different structures compared with normal content, and the self-harm content expresses much more negative sentiments; (2) On average, owners of self-harm content are likely to have more activities, more social responses and less online friends compared to owners of normal content; (3) Posting time of self-harm content presents hourly patterns different from those of normal content, and self-harm content is likely to be posted during the night especially late night; and (4) Photos in self-harm content are more gloomy and tend to focus on the salient body image patterns. In summary, the key contributions of this work are:

- **Findings:** A first and comprehensive study on deliberate self-harm posts on social media by analyzing more than 1 billion posts on Flickr. We find that the self-harm users have different patterns on social media platform on: language structure and usage, online activity, temporal variation and visual content preference.

- **Applications:** We develop a scalable framework that can discover self-harm content automatically for both supervised and unsupervised scenarios. The features from our findings are used to boost the prediction performance. The solution we developed may be used for public health monitoring and/or directly helping the self-harm users by providing advices when they post self-harm related content.

The rest of the paper is organized as follows. In Section 2, we conduct analysis to understand self-harm content. Section 3 details the proposed framework. In Section 4, we present detailed experiments with discussion. We briefly review related work in Section 5. Section 6 briefly talks about privacy and ethics of the studied problem. Section 7 concludes the work with future research directions.

## 2. DATA ANALYSIS

In this section, we first introduce the dataset for our study and then perform analysis to understand self-harm-related social media content.

### 2.1 Data

In this investigation, we use data from Flickr which is one of the largest image hosting websites owned by Yahoo! Inc. In Flickr, users can upload images along with short textual descriptions and tags as a post to share with others. In addition to posting some content, users can also engage in different interest groups.

Since the user’s contact information is private, in order to avoid user bias, we collect data from Flickr by checking the visual content of the posts. For our initial data collection, we adopted an approach used in prior work on examination of eating disorders and anorexia in social media sites [1]. We first examine more than 1 billion public Flickr posts and select those public posts that annotated with “selfharm” and “selfinjury” tags. It results 15,729 posts from 3,328 distinct users. Then five experienced researchers manually check
2000 random selected Flickr posts that annotated with self-harm or self-injury tags. Based on the snowball sampling approach [13] during the inspection phase, we obtain an initial 30 tags of the highest frequencies along with self-harm content\(^3\). Some examples include “selfhate”, “suicide”, “depressed”, etc. By removing common tags such as wounds, scares, cut, we use 15 seed tags as shown in Table 1 to further retrieve posts from Flickr. In this stage, we want collect self-harm data as a complementary of first stage and it may help to make the bias as small as possible. For example “secret-society123” and its variations are widely used by self-harm users [30].

During the process, we collect 383,614 Flickr posts from 63,949 users. According to the findings from prior work on expression of self-harm tendencies in social media, frequently used tags can be a strong indication that a user has mental issues [1, 30, 49]. Therefore, to obtain a set of relatively reliable self-harm users, we remove users who use selfharm related tags in less than five posts\(^4\), resulting in 93,286 self-harm posts from 20,495 potential self-harm users. Also, we collect a set of 19,720 users from YFCC dataset [39], which is a 100 million open access dataset published by Flickr. We check all the historical posts of these 19,720 users to ensure that their posts do not contain any self-harm related content. We refer these users as normal users. We randomly sample 93,286 normal posts from these normal users for the following analysis. For each user, we crawled some statistical information such as the number of total posts and their user profiles; while for each post, we collected its associated information including the photos, the textual descriptions, user id of the owner, tags, and timestamps when the photo was taken and when the post was uploaded. Finally, we evaluate whether posts in the dataset contain signs of self-harm. Five experienced researchers familiar with social media and selfharm content evaluate the the correctness of the aforementioned method. In particular, each researcher randomly checked the posts and found that 95% of the posts with ‘selfharm’ and ‘selfinjury’ are correctly identified; while 83% of other tags are correctly identified. The Cohen kappa coefficient [5] is 0.85 which suggests the high rate of agreement on our data collection method.

During the process, we collect 383,614 Flickr posts from 63,949 users. According to the findings from prior work on expression of self-harm tendencies in social media, frequently used tags can be a strong indication that a user has mental issues [1, 30, 49]. Therefore, to obtain a set of relatively reliable self-harm users, we remove users who use selfharm related tags in less than five posts\(^4\), resulting in 93,286 self-harm posts from 20,495 potential self-harm users. Also, we collect a set of 19,720 users from YFCC dataset [39], which is a 100 million open access dataset published by Flickr. We check all the historical posts of these 19,720 users to ensure that their posts do not contain any self-harm related content. We refer these users as normal users. We randomly sample 93,286 normal posts from these normal users for the following analysis. For each user, we crawled some statistical information such as the number of total posts and their user profiles; while for each post, we collected its associated information including the photos, the textual descriptions, user id of the owner, tags, and timestamps when the photo was taken and when the post was uploaded. Finally, we evaluate whether posts in the dataset contain signs of self-harm. Five experienced researchers familiar with social media and selfharm content evaluate the the correctness of the aforementioned method. In particular, each researcher randomly checked the posts and found that 95% of the posts with ‘selfharm’ and ‘selfinjury’ are correctly identified; while 83% of other tags are correctly identified. The Cohen kappa coefficient [5] is 0.85 which suggests the high rate of agreement on our data collection method.

### Table 1: A set of extended tags that help identify selfharm posts.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Token</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expression/ Symptom</td>
<td>anemia, anorexia, suicide, alone, stress, pretty, harms, stress, pain, angry, addiction, failure, beautiful, peace, illness, bulimic, individual, depressive, disorder</td>
</tr>
<tr>
<td>Disclosure</td>
<td>cuts, help, kill, live, die, plans, inflicted, treatments, eating, celebrates, suffer, saveme, triggers</td>
</tr>
<tr>
<td>Relationship/Noun</td>
<td>365days, razor, scar, blood, arms, wrist, band, knife, bathroom, bath, tattoo, girls, woman, boyfriend, people, body, night</td>
</tr>
</tbody>
</table>

### Table 2: A set of extended tags that help identify selfharm posts.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Token</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expression/ Symptom</td>
<td>anemia, anorexia, suicide, alone, stress, pretty, harms, stress, pain, angry, addiction, failure, beautiful, peace, illness, bulimic, individual, depressive, disorder</td>
</tr>
<tr>
<td>Disclosure</td>
<td>cuts, help, kill, live, die, plans, inflicted, treatments, eating, celebrates, suffer, saveme, triggers</td>
</tr>
<tr>
<td>Relationship/Noun</td>
<td>365days, razor, scar, blood, arms, wrist, band, knife, bathroom, bath, tattoo, girls, woman, boyfriend, people, body, night</td>
</tr>
</tbody>
</table>

### Table 3: Unigrams from self-harm lexicon that appear with high frequencies in the self-harm content.

It can reveal cues about their social coordination [35, 7, 38, 45, 44]. Therefore we compute the distributions of nouns, verbs and adverbs in texts of social media posts, including the descriptions, titles and comments via the CMUTweetTagger [12]. Also, we calculate readability scores to estimate the complexity and readability\(^5\) of texts. Individuals in self-harm or depression conditions trend to use negative words or express negative sentiments. Therefore, we compute the sentiment polarities of texts based on an off-the-shelf manually labeled sentiment lexicon, i.e., MPQA subjective lexicon, for self-harm and normal content, respectively. The comparison between self-harm and normal content is shown in Table 2.

From Table 2, we can observe that self-harm content tends to include more verbs and adjectives/adverbs than nouns which is very consistent with suicidal word usage [38]. The average readability score of self-harm content is lower than normal content. The poor linguistic structure usage and language suggest the decreased cognitive functioning and coherence [33]. Further, in addition to less usage of nouns, we note that a large portion of negative sentiment words are used in self-harm content. Such observation shows lower interests in objects and things from owners of self-harm content. It is also well known to appear for suicide users [32].

There is no lexicon to understand the usage of self-harm related terms in social media. Therefore, we build a lexicon of terms that are likely to appear in the texts of self-harm content. We first extract each term in texts and after post-processing each term, we calculate its vector via word2vec [28] and cluster all the terms. Thereafter, we de-

\(^3\)The post contains intentional, direct injuring of body tissue content

\(^4\)If only few self-harm related posts, the user could post them by chance

\(^5\)https://pypi.python.org/pypi/textstat/0.2
ploy the lexicon to calculate the frequencies of terms in self-harm content. In Table 3, we report sample unigrams from the self-harm lexicon. From Table 3, we observe that most captured expression/symptom terms indicate actions on eating habits, relations with others and sleeping. These are known to be correlated with sensitive disclosures [19]. Owners of self-harm content more frequently use action words such as “help”, “treatments”, and “plans”, and entity words such as “people”, “girls”, and “woman”. These observations suggest that the self-harm users turn to social media to communicate and share the experiences with others in order to seek for help or attract attention from others.

Tags are a special type of textual information. We visualize most frequently used tags in self-harm content as shown in Figure 2. Despite the fact that most of the tags are self-harm related, some tags such as “secret society 123”, “triggerwarning”, and “svv”, are not explicitly related to self-harm but indicate self-harm content. Similar to eating disorder [1], self-harm users are likely to use some group tags that are merely used and can only be understood by themselves. To further verify these tags, we search these tags on Instagram and we find each of these tags returns lots of self-harm content.

![Figure 2: Tag Cloud for Self-harm Content](image)

**Owner Analysis.** The owners of self-harm content provide crucial context to understand self-harm content. We analyze behaviors of owners from the following perspectives [7] - volume, proportion of reply, number of favorites, and number of friends. The volume is defined as the normalized number of posts per day by the owner. Proportion of reply, number of favorites and number of friends from a user suggest the level of social interactions with other users. The results are shown in Table 4.

<table>
<thead>
<tr>
<th></th>
<th>Volume</th>
<th>% of reply</th>
<th># favorite</th>
<th># friends</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-harm</td>
<td>7.76</td>
<td>0.15</td>
<td>0.56</td>
<td>296.89</td>
</tr>
<tr>
<td>Normal</td>
<td>3.79</td>
<td>0.11</td>
<td>0.23</td>
<td>477.57</td>
</tr>
</tbody>
</table>

Table 4: Owner Analysis.

The retrieving results with the tag “svv”, for example, can be found via https://www.instagram.com/explore/tags/svv/.

![Figure 3: Temporal analysis.](image)

From the table, we first note that the average volume, proportion of reply and number of favorite of owners with self-harm content are much higher than those of normal content. High volume indicates that potential self-harm users are likely to be more active than normal users in social media – they desire the public to hear their voices for help and are likely to use social media to express the emotion and satisfy self-esteem. High proportion of reply and number of favorites suggest that content from potential self-harm users are likely to attract more social responses. In addition, the owners of self-harm content are likely to have fewer number of friends than normal users.

**Temporal Analysis.** People with mental issues could suffer from insomnia; and they may present different temporal patterns from normal users in terms of their on-line activities. For each self-harm post, we first obtain the local time information on when the post is published, and then count the number of self-harm posts in each hour of a day. The number distributions of self-harm content over hours of a day is demonstrated in Figure 3a. Following a similar process, the distributions of normal content is shown in Figure 3b. Note that the numbers in the Figures are normalized to (0,1] for better visualization. Note that, in this study, we cluster the posts by examining the EXIF data from the user upload images, which accurately records the time when the image is taken.

For normal content, in general, they are more likely to be published during the daytime instead of night. In particular, (1) fewer number is published later in the night (i.e., post-midnight) and early in the morning; (2) the number generally increases through the day; and (3) afternoon and early night show peaks. For self-harm content, a large number is posted during nights especially late in the night (22pm
Self-harm content may have more unique patterns, such as contrast demonstrates that photos in self-harm content have lower average values in brightness, pleasure, arousal and dominance. As suggested by the previous findings, lower values tend to express more negative sentiments. The higher global contrast contrasts that photos in self-harm content have higher saliency value regions, e.g., body parts, possibly for attracting attention. Photos in self-harm content are much more similar to each other than those in normal content. This observation suggests that the visual content of self-harm images may have more unique patterns, such as leg and wrist, and are less diverse than that in normal content.

3. SELF-HARM CONTENT PREDICTION

Our findings in the previous section indicate that potential self-harm users inclined to express their feelings and emotions in social media, with the purpose of seeking for help and attention. Social media content is generated at an unprecedented rate, and self-harm content is likely to be buried by the majority of normal content. Hence a crucial step to help their voices be heard by the public is to identify self-harm content. A social media post consists of multiple types of information. As suggested by our previous analysis, each type provides useful and complementary patterns to characterize self-harm content. Therefore combining multiple sources could provide a more comprehensive view about social media posts and has the potential to improve performance.

Typically supervised methods can achieve better performance because the label information can guide the learning performance. However, most social media posts are unlabeled and annotating their labels is expensive and time consuming. Therefore an unsupervised method is also desired. In the following subsections, we will introduce frameworks to discover self-harm content automatically with and without labeled data. Before presenting the details, we first introduce the notations and definitions we will use in the proposed frameworks.

Let \( P = \{p_1, p_2, p_3, ..., p_n\} \) be a set of posts where \( n \) is the number of social media posts. Assume that the set of posts i.e., \( P \), can be represented by \( m \) heterogeneous feature spaces corresponding to \( m \) available sources. For Flickr posts in the studied dataset, \( m \) is 4 including textual, owner, temporal and visual sources. Let \( \mathcal{F} = \{f_1, f_2, f_3, ..., f_m\} \) be a set of \( m \) feature spaces where \( f_i \in \mathbb{R}^{l_i} \) denotes the feature space for the \( i \)-th source and \( l_i \) is the number of features in \( f_i \). We use \( X = \{X_i \in \mathbb{R}^{n \times l_i}\}_{i=1}^{m} \) as the set of data matrices and \( X_i \) is the matrix representation of the \( i \)-th source. Note that for each source, we extract a set of features based on the previous analysis to augment the set of traditional features because these features cannot be captured by traditional ones but have abilities to discriminate self-harm content from normal content. For instance, we augment traditional word embedding features for the textual source by extracting features such as linguistic style and sentiments according to the textual analysis. More details about the traditional features can be found in the experiments section.

3.1 A Supervised Self-harm Content Prediction Framework

Under the supervised setting, we assume the availability of the label information of posts in \( P \). Let \( Y \in \mathbb{R}^{n \times 2} \) denote the label information of the \( n \) posts in \( P \) where \( \{Y_{i1} = 1, Y_{i2} = 0\} \) and \( \{Y_{i1} = 0, Y_{i2} = 1\} \) if the post \( p_i \) is labeled as self-harm and normal content, respectively. We concatenate \( \{X_i \in \mathbb{R}^{n \times l_i}\}_{i=1}^{m} \) to one matrix \( X \in \mathbb{R}^{n \times \sum_{i=1}^{m} l_i} \). The goal is to learn a function \( W \in \mathbb{R}^{\sum_{i=1}^{m} l_i \times 2} \) that can map \( X \) to \( Y \). In this work, the basic method learns \( W \) via solving the following least square problem as:

\[
\min_{W} \|XW - Y\|_F^2. \tag{1}
\]

However, after concatenating \( m \) feature spaces, the feature dimension of \( X \) is \( \sum_{i=1}^{m} l_i \) and \( X \) could be very high-dimensional. Therefore the basic method in Eq. (1) could suffer from the curse of dimensionality. Meanwhile not all features especially these traditional features are useful to distinguish self-harm content and normal content. Therefore it is desired to incorporate feature selection into the framework that is achieved via adding \( \ell_2,1 \)-norm regularization on \( W \). With the feature selection component, the supervised self-harm content prediction framework SCP is to solve the following optimization problem:

\[
\min_{W} \|XW - Y\|_F^2 + \alpha \|W\|_{2,1}, \tag{2}
\]

where \( \|W\|_{2,1} \) ensures that \( W \) is sparse in rows, making it particularly suitable for feature selection. The parameter \( \alpha \) controls the sparsity of \( W \).
Taking the derivative of the objective function in Eq. (2) and setting it to be zero, we can obtain the closed-form solution for $W$:

$$W = (XX^T + \alpha D)^{-1}X^TY$$  \tag{3}$$

where $D$ is a diagonal matrix with its $j$-th diagonal element as $D(j,j) = \frac{1}{\eta_j}$. 

### 3.2 An Unsupervised Self-harm Content Prediction Framework

Under the unsupervised scenario [42], we do not have label information to guide the learning process. However, in our studied problem, we have multiple sources that could make it possible to develop advanced framework for self-harm content prediction. The immediate challenge is how to capture relations among sources. Since we have the same set of posts for different sources, hence no matter which source we rely on to cluster posts, we should obtain similar cluster affiliations. This intuition paves us a way to capture relations among sources by ensuring that all sources share the same cluster affiliations. We assume that $Z \in \mathbb{R}^{n \times k}$ is the shared cluster indicator matrix. Each post belongs to only one cluster where $Z(i,1) = 1$ if $p_i$ belongs to the first cluster, otherwise $Z(i,1) = 0$. Thus $Z$ should satisfy the following constraints:

$$Z(i,:) \in \{0,1\}^k, \|Z(i,:)\|_0 = 1, \quad 1 \leq i \leq n.$$  \tag{4}$$

where $\|\cdot\|_0$ is the vector zero norm, which counts the number of non-zero elements in the vector.

With the shared cluster indicator matrix $Z$, we are further allowed to take advantages of information from multiple sources. First, we assume that similar data instances should have similar cluster indicators and then $Z$ can be learned by spectral clustering:

$$\min_Z \quad Tr(Z^T L Z)$$  \tag{5}$$

where $L_i = \mathbf{V}_i - \mathbf{S}_i$ is a Laplacian matrix and $\mathbf{V}_i$ is a diagonal matrix with its elements defined as $\mathbf{V}_i(j,j) = \sum_{K=1}^K \mathbf{S}_i(K,j)$. $\mathbf{S}_i \in \mathbb{R}^{n \times n}$ denotes the similarity matrix based on $\mathbf{X}_i$ via a RBF kernel in this work.

Similar to the supervised framework SCP, we can learn a function $W$ with the help of the shared cluster indicator matrix $Z$. With these two model components, the proposed unsupervised self-harm content prediction framework USCP is to solve the following optimization problem:

$$\min_{W,Z} \quad \sum_{i=1}^m \lambda_i (Tr(Z^T L_i Z)) + \alpha \|XW - Z\|_F^2 + \beta \|W\|_{2,1}$$  

subject to $Z^T Z = I, \quad Z \geq 0$ \tag{6}$$

The constraints in Eq. (6) are mixed vector zero norm with integer programming, making the problem hard to solve [9]. First, we need to relax the constraints on the cluster indicator matrix. By relaxing the value in $Z$ to a continuous nonnegative value, we convert the constraints into:

$$Z^T Z = I, \quad Z \geq 0$$  \tag{7}$$

With the relaxation, USCP is to solve the following optimization problem:

$$\min_{W,Z} \quad \sum_{i=1}^m \lambda_i (Tr(Z^T L_i Z)) + \alpha \|XW - Z\|_F^2 + \beta \|W\|_{2,1}$$  \tag{8}$$

subject to $Z^T Z = I, \quad Z \geq 0$.

We adopt an alternating optimization to solve the optimization problem of USCP and update $W$ and $Z$ iteratively and alternately. Since optimizing $W$ is the same as that in Eq. (2), we focus on how to update $Z$ in the following part. Fixing $W$, $Z$ can be obtained via the following optimization problem:

$$\min_Z \quad \sum_{i=1}^m \beta_i (Z) = \lambda_i (Tr(Z^T L_i Z)) + \alpha \|XW - Z\|_F^2$$  \tag{9}$$

subject to $Z^T Z = I, \quad Z \geq 0$.

The Lagrangian function of Eq. (9) is:

$$Z = Tr(Z^T M_Z) + Tr(\Gamma(Z - I))$$

$$- Tr(A \lambda Z) + \alpha Tr(-2A^{-1}Z + Z^T Z)$$  \tag{10}$$

where we use $M = \sum_{i=1}^m \lambda_i L_i$, and $A = X W$. $\Gamma$ and $\Lambda$ are Lagrangian multipliers. Due to the space limit, we omit the derivations to optimize Eq. (10), and more details can be found in [9]. The provided updating rule for $Z$ is as following:

$$Z(p,q) \leftarrow Z(p,q) \sqrt{\frac{(M^T Z + \alpha A^+ + ZI^-)(p,q)}{(M^T Z + \alpha A^- + Z + ZI^+)(p,q)}}$$  \tag{11}$$

where $X^+(p,q) = (|X(p,q)| + X(p,q))/2$, $X^-(p,q) = (-|X(p,q)| + X(p,q))/2$, $X = X^+ + X^-$, and $\Gamma = \alpha(Z^T A - I) - Z^T M Z$.

With the updating rules of $Z$ and $W$, we present the detailed algorithm to optimize Eq. (8) in Algorithm 1.

### Algorithm 1 Pseudo code of the proposed USCP

**Input:** $\{X_i, \lambda_i\}, \alpha, \beta$

**Output:** the cluster label for each instance

1: for $i = 1$ to $m$ do
2: Constructing Laplacian Matrix $L_i$
3: end for
4: while Not converge do
5: Update $W$ by Eq. 3
6: Compute $A = XW$
7: Compute $\Gamma = \alpha(Z^T A - I) - Z^T M Z$
8: Update $Z$ using Eq. (11)
9: end while
10: for $i = 1$ to $n$ do
11: Max pooling in $Z$ to find the cluster label for each instance
12: end for

### 4. EXPERIMENTS

In this section, we conduct experiments which (a) quantify the effectiveness of the proposed frameworks, and (b) validate the importance of findings from data analysis in discovering self-harm content. We begin by introducing experimental settings.
4.1 Experiment Settings

Datasets. We perform the evaluation on the dataset used in the data analysis section. That dataset is balanced with equal size of self-harm and normal content. In reality, there could be more normal content than self-harm content. To consider this situation, we sample 850,000 more normal content from these normal users to construct an imbalanced dataset. We will assess the performance of self-harm content prediction on both balanced and imbalanced datasets under supervised and unsupervised settings.

The Finding Features. Our findings in the previous section contain multiple cues. For each finding, we regard as one feature source. (1) lingual feature (a vector of language structure ratios and normalized term frequencies in the lexicon) (2) owner feature (a vector of user information) (3) temporal feature(1-hot vector of time) (4) visual feature (a vector of averaged saliency value, averaged HSV value, averaged pleasure, arousal and dominance value, and normalized SIFT,LBP GIST feature)

Traditional Features. In addition to features extracted according to our findings in the data analysis section, we also follow the state-of-the-art methods to extract traditional features for textual and visual sources as follows:

- The textual features are extracted from texts in social media posts including descriptions, titles and comments. For each word, we first transform it to a 100-dimensional vector representation using a pre-trained word2vec [28] model. The final feature representation is the sum of vector representation for all the words.

- The CNN features are the last layer of fully connected layer of the convolutional neural network. In our experiment, we use AlexNet[23] pre-trained on ImageNet. The feature size is 4096.

Note that we use both the finding features and traditional features. Thus, the m is set to be 6 in both SCP and USCP.

4.2 Performance Comparisons for Supervised Self-harm Content Prediction

Evaluation metrics: In imbalanced datasets, the accuracy metric under supervised settings is well known to be misleading [7]. For example, given the massive data on social media, a trivial classifier that labels all the samples as non-self-harm post can achieve very high accuracy. In self-harm content prediction, we aim to achieve high precision and recall over self-harm posts defined in terms of the confusion matrix of a classifier: \[ \text{precision} = \frac{tp}{tp+fp}, \quad \text{recall} = \frac{tp}{tp+fn} \]

and \[ F1 = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}} \]

Usually precision and recall are combined into their harmonic mean, the F-measure; hence we will adopt F1-measure as one metric for the performance evaluation. As suggested in [1, 7], in some scenarios, we put more emphasis on precision because the most challenging task is to seek for some self-harm posts with high probability, even at the price of increasing false negatives. Hence, we also report the precision performance.

We compare the proposed supervised framework SCP with the following baselines:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Balanced</th>
<th>Imbalanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word-embedding</td>
<td>57.9%</td>
<td>37.9%</td>
</tr>
<tr>
<td>CNN-image</td>
<td>61.8%</td>
<td>48.6%</td>
</tr>
<tr>
<td>CNN+WE</td>
<td>68.3%</td>
<td>53.1%</td>
</tr>
<tr>
<td>SCP-lite</td>
<td>68.4%</td>
<td>54.5%</td>
</tr>
<tr>
<td>SCP</td>
<td><strong>72.1%</strong></td>
<td><strong>56.7%</strong></td>
</tr>
</tbody>
</table>

Table 5: Performance comparisons for supervised self-harm content prediction.

- Word-embedding(WE): We represent each text as the sum of the embedding of the words it contains; and the prediction is based on a 2 layer convolutional neural network [22]. This method is one of the state-of-the-arts in textual classification tasks such as sentiment classification [22];

- CNN-image: It is one of the state-of-the-art model for image classification [23]. We use the same architecture except the softmax layer with self-harm and normal labels;

- CNN+WE: We combine CNN and word embedding features and the prediction is based on a linear regression model; and

- SCP-lite: A lite version of SCP which only considers traditional features; while ignoring features extracted by our findings.

We use 60% of the data as training and the remaining as testing, and parameters are determined via cross-validation. The comparison results are demonstrated in Table 5. We make the following observations:

- CNN+WE obtains much better performance than Word-embedding and CNN-image. This result suggests that textual and visual sources contain complementary information;

- By incorporating feature selection, SCP-lite performs slightly better than CNN+WE; and

- SCP outperforms SCP-lite in both balanced and imbalanced datasets. We conduct t-test on the results and the evidence from t-test indicates the improvement is significant. The remarkable improvement of SCP over SCP-lite is from the augmented features. These results demonstrate that (1) traditional features cannot fully cover our findings; and (2) features extracted based on our findings can boost the performance significantly.

4.3 Performance Comparisons for Unsupervised Self-harm Content Prediction

In this subsection, we evaluate the proposed unsupervised framework USCP. Following the common practice[41], we choose NMI and accuracy (ACC) to assess the clustering performance. The baseline methods are defined as follows:

- CNN+kmeans: We use pre-trained CNN features [23] and then perform kmeans for clustering;

- Word-embedding+kmeans: We use word embedding features and then perform kmeans for clustering;

- SCP-lite: A lite version of SCP which only considers traditional features; while ignoring features extracted by our findings.

We use 60% of the data as training and the remaining as testing, and parameters are determined via cross-validation. The comparison results are demonstrated in Table 5. We make the following observations:

- CNN+kmeans obtains much better performance than Word-embedding and CNN-image. This result suggests that textual and visual sources contain complementary information;

- By incorporating feature selection, SCP-lite performs slightly better than CNN+WE; and

- SCP outperforms SCP-lite in both balanced and imbalanced datasets. We conduct t-test on the results and the evidence from t-test indicates the improvement is significant. The remarkable improvement of SCP over SCP-lite is from the augmented features. These results demonstrate that (1) traditional features cannot fully cover our findings; and (2) features extracted based on our findings can boost the performance significantly.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Balanced</th>
<th>Imbalanced</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMI</td>
<td>ACC</td>
</tr>
<tr>
<td>CNN+kmean</td>
<td>0.36</td>
<td>47.3%</td>
</tr>
<tr>
<td>WE+kmeans</td>
<td>0.08</td>
<td>33.8%</td>
</tr>
<tr>
<td>CNN+WE+kmeans</td>
<td>0.46</td>
<td>56.2%</td>
</tr>
<tr>
<td>USCP-lite</td>
<td>0.48</td>
<td>58.3%</td>
</tr>
<tr>
<td>USCP</td>
<td>0.51</td>
<td>61.2%</td>
</tr>
</tbody>
</table>

Table 6: Performance comparisons for unsupervised self-harm content prediction.

- **CNN+WE+kmeans**: We combine CNN and word embedding features and then perform kmeans for clustering; and
- **USCP-lite**: It is a variant of the proposed framework USCP that ignores features extracted according to our findings.

Since kmeans can only obtain local optimal solutions, we repeat experiments for these baselines based on kmeans 10 times and report the average performance. The performance comparisons are shown in Table 6. From the table, we make similar observations as the supervised self-harm content prediction experiments: (1) textual and visual sources are complementary to each other; and (2) the features extracted based on our findings can significantly improve the prediction performance under the unsupervised setting.

**Parameter Analysis.** There is one important parameter $\alpha$ for the proposed unsupervised framework USCP. The parameter controls the contribution of the model component capturing relations among sources. Next we study the impact of the parameter on the proposed framework by investigating how the performance changes with different values of $\alpha$. We vary $\alpha$ as $\{0.001, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1\}$. The performance variance w.r.t. $\alpha$ in terms of ACC is shown in Figure 5. Note that we do not show performance in terms of NMI since we make similar observations. In general, with the increase of $\alpha$, the performance tends to first increase and then decrease. In particular, (1) the performance increases a lot when $\alpha$ is increased from 0.001 to 0.1 that indicates the importance of capturing relations among sources; (2) when $\alpha$ in certain regions, the performance is relatively stable that can ease the process of parameter selection in practice; and (3) when $\alpha$ increases to 10, the performance degrades significantly since the term capturing relations among sources will dominate the learning process that will lead to overfitting.

5. RELATED WORK

**Selfharm research from psychology and medicine:** Some work [48, 29] from psychology and medicine have been done on understanding and characterizing the deliberate self-harm patients. In [15], it investigates 8,950 deliberate self-harm (DSH) patients from 1990 to 2000 in Oxford, UK to capture their behavior trends. It shows that from 1997 to 2000, gender and age became a large portion of DSH – DSH rates in female and aged in 15 to 24 and 34 to 54 have been significantly increased. The major reasons of DSH are alcohol abuse, violence and misusing drugs. In [2], the authors reported that DSH helps the patients escape or regulate the emotions and most self-injurious behaviors are along with cognitive disabilities. In recent years [6, 10, 34, 30, 11, 18] more and more attention has been paid on social media platforms and studies [34] have shown that self-harm and suicide can be prevented from social supports from other social media users. However, the limitation of these studies is that they are typically based on surveys and self-reports about emotion and results a relative amount of the data. Most assessments are designed to collect the data about DSH experiences over long periods of time (1 to 5 years). Few studies are on the short term since the resources and invasiveness are required to observe individuals’ behaviors over days and months.

**Social media mining and health:** The explosive growth of web and social media has records millions of user data, how to utilized such large scale data for human behavior sensing is a crucial challenge for the research communities. [3] and [24] have studied how to scale the prediction model on the time-evolving data. [44, 46, 43] explore how to use the multimodal data in the web for sentiment analysis. In the last few years, the interests of studying public health in social media are keep growing in the research community. [36] explored how to find diseases based on the posts in Twitter. [1] studied the eating-disorder community on Tumblr and finds that the tags for eating-disorder community are keep evolving. In [7, 8], authors investigated the patterns of activities for depression groups on web by analyzing the posts from Twitter and Reddit. However, research on self-harm understanding in social media is still in its infancy.

6. PRIVACY AND ETHICS

We use all the public data and personally identifiable information was removed in the dataset. The content was de-identified and paraphrased before being reported in the paper for exemplary purpose.
7. CONCLUSION

In this paper, we aim to understand and discover self-harm content in social media since social media has become increasingly popular for self-harm users to discuss their problems. We conducted the first comprehensive analysis on self-harm content with data from the social media site Flickr. Our analysis suggests that characteristics of self-harm content are different from those of normal content, from textual, owner, temporal and visual perspectives. These findings have potentials to help us distinguish self-harm content from others, and we have thus developed frameworks by incorporating these findings to discover self-harm content automatically. Empirical results demonstrate that (1) the proposed frameworks can accurately identify self-harm content under both supervised and unsupervised settings; and (2) our findings play an important role in boosting the prediction performance.

There are several interesting directions for further investigations. First, we would like to extend our proposed models to the semi-supervised setting because in reality we can obtain a small amount of labeled data but need to deal with a large amount of unlabeled data[47]. Second, while the findings on self-harm content motivated us to develop approaches for identifying posts related to self-harm, it is interesting to further understand how such post-level analysis can be extended to automatically identify the self-harm users. Third, social networks are pervasively available in social media and it could be promising to study the impact of peer influence on self-harm user behaviors and leverage social networks to improve predictive tasks in self-harm research.

8. ACKNOWLEDGMENT

Yilin Wang and Baoxin Li was supported in part by an ARO grant (#W911NF1410371) and an ONR grant (#N00014-15-1-2722). Any opinions expressed in this material are those of the authors and do not necessarily reflect the views of ARO or ONR.

9. REFERENCES
