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ABSTRACT
Performing anomaly detection on attributed networks concerns with finding nodes whose patterns or behaviors deviate significantly from the majority of reference nodes. Its success can be easily found in many real-world applications such as network intrusion detection, opinion spam detection and system fault diagnosis, to name a few. Despite their empirical success, a vast majority of existing efforts are overwhelmingly performed in an unsupervised scenario due to the expensive labeling costs of ground truth anomalies. In fact, in many scenarios, a small amount of prior human knowledge of the data is often effortless to obtain, and getting it involved in the learning process has shown to be effective in advancing many important learning tasks. Additionally, since new types of anomalies may constantly arise over time especially in an adversarial environment, the interests of human expert could also change accordingly regarding to the detected anomaly types. It brings further challenges to conventional anomaly detection algorithms as they are often applied in a batch setting and are incapable to interact with the environment. To tackle the above issues, in this paper, we investigate the problem of anomaly detection on attributed networks in an interactive setting by allowing the system to proactively communicate with the human expert in making a limited number of queries about ground truth anomalies. Our objective is to maximize the true anomalies presented to the human expert after a given budget is used up. Along with this line, we formulate the problem through the principled multi-armed bandit framework and develop a novel collaborative contextual bandit algorithm, named GraphUCB. In particular, our developed algorithm: (1) explicitly models the nodal attributes and node dependencies seamlessly in a joint framework; and (2) handles the exploration-exploitation dilemma when querying anomalies of different types. Extensive experiments on real-world datasets show the improvement of the proposed algorithm over the state-of-the-art algorithms.

1 INTRODUCTION
Anomaly detection is a canonical research task in the data mining and machine learning community. It aims to identify noteworthy items, events or entities that do not conform to the expected patterns of majority in a dataset [2, 12]. Conventional anomaly detection methods were developed to handle attribute-value data which is often assumed to be independent and identically distributed (i.i.d.). However, in many real-world scenarios, data samples are often inherently connected due to a variety of compound reasons, which naturally form the so-called attributed networks [24, 31]. Attributed networks are increasingly used to model a wide range of complex systems, such as social media networks, collaboration networks and gene regulatory networks [5, 6, 40]. To this end, performing anomaly detection on such networks has broad impact on various domains, such as network intrusion detection [19], opinion spam detection [41], and system fault diagnosis [15].

Normally, label information of anomalies on attributed networks is often costly and labor intensive to obtain while it is much easier to amass a vast amount of unlabeled data. As such, a vast majority of existing anomaly detection algorithms on attributed networks are predominately applied in an unsupervised setting by modeling the distribution of observed nodes and detect anomalies based on their deformations to the learned models [20, 30, 38, 44]. The aforementioned unsupervised approaches, however, establish the models in a batch-mode fashion without any interactions with the environment. In fact, humans can often provide invaluable information by depicting whether the discovered anomalies are instrumental or not. Hence, the failure of incorporating prior knowledge of anomalies often restricts the capability of these models in identifying actual anomalies of interest among a swarm of normal instances, leading to false positives or mismatching of user interests for specific applications. Additionally, new types of anomalies may arise in complex systems to combat with existing anomaly detectors, especially in an adversary environment. For example, in network intrusion detection, new threats and tactics are continuously being developed by the attackers with the change of the environment, which pose great challenges to conventional batch-mode anomaly detection methods. Fortunately, recent advances in interactive data exploration [1, 18, 26] and human-in-the-loop machine learning [23, 25, 27] show that by interactively involving prior human knowledge in the course of learning, the performance of many learning tasks can be remarkably improved, thus the anomaly detectors can quickly sense the system changes by interacting with the human expert. For this reason, in this paper, we make the initial investigation on the problem of interactive anomaly detection on attributed networks by making a limited number of queries from human expert about the ground truth anomalies.

Despite the importance of studying the anomaly detection on attributed networks in an interactive setting, it remains a daunting task due to the following challenges. Firstly, various types of
anomalies could appear together on attributed networks, such as contextual anomaly, structural anomaly and community anomaly [30]. On one hand, anomaly detectors may attempt to discover one particular known type of anomaly to reduce the potential risks of the systems; on the other hand, we are also interested in discovering unexplored types of anomalies as they can provide a global view of the underlying applications. The above two scenarios result in the well-known exploration-exploitation dilemma [9]. Specifically, we aim at seeking a balance between exploiting existing known anomaly types to improve the overall detection performance and exploring new anomaly types that leads to complementary insights. Fortunately, the multi-armed bandit, as a typical reinforcement learning algorithm, provides a potential solution to address the exploration-exploitation dilemma [33, 34]. To adapt it to our problem, at each trial, the multi-armed bandit algorithm will present one candidate anomalous node (along with the side information) to the human expert and query the expert to identify if it is an anomalous node or not. The feedback information from the expert will be integrated back into the multi-armed bandit model to update its strategy at the next round. The objective is to maximize the true anomalous nodes presented to the human expert given a limited number of queries. However, existing multi-armed bandit algorithms cannot be directly applied to the networked data problems as the data i.i.d. assumption becomes invalid. In other words, these algorithms may result in suboptimal solutions as they cannot well model the dependencies among nodes on attributed networks. In this regard, the second challenge centers around how to model the node dependencies and incorporate it into the multi-armed bandit framework for interactive anomaly discovery.

To tackle the above challenges, we formulate the interactive anomaly detection problem on attributed networks as a multi-armed bandit problem and develop a novel contextual bandit based framework called GraphUCB. Inheriting the merits of the multi-armed bandit framework, GraphUCB provides a principled solution to handle the exploration-exploitation dilemma when making queries of ground truth anomalies with human expert knowledge. Meanwhile, the developed model fuses nodal attributes and network structure synergistically in a joint framework to enable the discovery of anomalies in an interactive fashion. In particular, we propose to measure the abnormality of each node with its own nodal attributes and the contextual information from its neighborhood. In this way, it renders a more comprehensive measure of node abnormality and leads to better anomaly detection performance. The main contributions of this paper are summarized as follow:

- **Problem Formulation**: We formally define the problem of interactive anomaly detection on attributed networks and formulate the problem with the multi-armed bandit framework, which naturally provides a solution to address the exploration-exploitation dilemma.
- **Algorithm**: We develop a principled contextual multi-armed bandit framework GraphUCB that is able to model both the nodal attributes and node dependencies seamlessly in joint framework for interactive anomaly discovery on attributed networks. In particular, the proposed framework will make a limited number of queries from the human expert regarding to the ground truth anomalies, and the answers are integrated back to the underlying system to improve the anomaly detection performance.
- **Evaluation**: We evaluate our proposed GraphUCB framework on various real-world attributed networks from different domains. The empirical experimental results demonstrate the improvement of our proposed framework against the state-of-the-art methods, including the conventional multi-armed bandit algorithms and the unsupervised anomaly detection methods for attributed networks.

### 2 PROBLEM DEFINITION

Following the commonly used notations, we use bold upper-case letters for matrices (e.g., X), bold lowercase letters for vectors (e.g., θ), calligraphic fonts for sets (e.g., V). In addition, we represent the identity matrix as I, and the transpose of a matrix X is represented as XT. We summarize the main notations used throughout the paper in Table 1. For the other special notations, we will illustrate them in the corresponding sections.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>the input attributed network</td>
</tr>
<tr>
<td>W ∈ R^{N×N}</td>
<td>the relation matrix that encodes node dependencies</td>
</tr>
<tr>
<td>r</td>
<td>the received payoff</td>
</tr>
<tr>
<td>a</td>
<td>the bandit arm</td>
</tr>
<tr>
<td>d</td>
<td>the dimension of nodal attributes</td>
</tr>
<tr>
<td>θ, φ ∈ R^d</td>
<td>coefficient vectors of an arm</td>
</tr>
<tr>
<td>{θ, φ} ∈ R^d</td>
<td>estimated coefficient vectors of an arm</td>
</tr>
<tr>
<td>x ∈ R^d</td>
<td>the node attribute vector</td>
</tr>
<tr>
<td>A</td>
<td>the arm set of bandit model</td>
</tr>
<tr>
<td>T</td>
<td>the query budget</td>
</tr>
<tr>
<td>K</td>
<td>the number of arms</td>
</tr>
<tr>
<td>N</td>
<td>the number of nodes in the network</td>
</tr>
</tbody>
</table>

**Table 1**: Table of main symbols.

**Definition 2.1. Attributed Networks**: An attributed network G = (V, E, X) consists of: (1) the set of nodes V, where |V| = N; (2) the set of edges E, where |E| = e; and (3) the node attributes X = [x₁, x₂, ..., x_N], where x_i ∈ R^d (i = 1, ..., N) is the attribute\(^1\) information for the i-th node.

By considering an attributed network as input, we aim to interactively detect anomalies on attributed networks and formalize the studied problem as follows.

**Problem 1. Interactive Anomaly Detection on Attributed Networks**: Given an attributed network G, the task is to maximize the number of true anomalies presented to the human expert with a budget of T queries. Specifically, at each interaction trial t, the anomaly detector presents one suspicious anomalous node i to the human expert and queries if it is anomalous or not. The human expert provides feedback and then the anomaly detector updates its detection strategy by incorporating the feedback. The interaction process continues until the query budget T is used up.

\(^1\)We use attribute and feature interchangeably.
Next, we will introduce the proposed method which models nodal attributes and node dependencies coherently on top of the contextual multi-armed bandit framework.

3 THE PROPOSED GRAPHUCB FRAMEWORK

In this section, we first introduce some preliminary knowledge to facilitate the understanding of the contextual multi-armed bandit framework, and then on its basis, we carefully illustrate the proposed GraphUCB framework which seamlessly models the nodal attributes and network topological structure in a joint framework to enable the interactive discovery of anomalous nodes on attributed networks. The overall workflow of the proposed GraphUCB framework is shown in Figure 1.

3.1 Contextual Multi-armed Bandit

In many real-world scenarios, we often encountered with the scenario where it is necessary to seek for a balance between exploiting the current accumulated knowledge and exploring new knowledge through searching unknown space and this problem is often known as the exploration-exploitation dilemma. The K-armed bandit problem is a classic example, where the K-armed bandit can be seen as a set of real distributions \( \{D_1, D_2, \ldots, D_K\} \) and each distribution is associated with a reward delivered by one of the \( K \) arms. One arm can be pulled at each trial and the corresponding reward for that action will be returned. The objective is to maximize the sum of the collected rewards through a sequence of arm pulls. The crucial trade-off at each trial is between the exploitation of the arm that has the highest expected payoff and the exploration that offers more information about the expected payoffs of pulling the other arms. Such problems have attracted an increasing attention in recent years [8, 21, 28, 42]. Specifically, contextual multi-armed bandit algorithm [16, 29, 33] become a reference solution to address the exploration-exploitation dilemma with the companion side information, where the side information is used to infer the conditional expected payoff of an action. This class of models have been widely used in many real-world applications, such as recommender systems [10, 33, 47], display advertising [13, 34] and network embedding [25]. Among them, LinUCB [33] is one of the most widely used algorithms which uses ridge regression to obtain the expected payoff of an action and its confidence interval based on the Upper Confidence Bound (UCB) framework [7]. LinUCB is first used to solve the personalized news recommendation problem where each article is considered as an arm to pull. The expected payoff of selecting a news article (pulling an arm) at trial \( t \) can be estimated based on the dot product of its contextual feature vector with an unknown item-dependent coefficient vector:

\[
E[r_a | x_a] = x_a^T \theta^*_a, \tag{1}
\]

where \( \theta^*_a \) denotes some unknown coefficient vector of arm \( a \) and \( x_a \) denotes the contextual feature vector of arm \( a \).

The goal of the contextual multi-armed bandit algorithm is to update the arm-selection strategy with respect to new observations, such that after \( T \) interaction trials its accumulated regret is minimized. The accumulated regret after \( T \) interaction trials is defined as:

\[
R(T) = \sum_{t=1}^{T} R_t = \sum_{t=1}^{T} (r_{a_t} - r_{a^*_t}), \tag{2}
\]

where \( a_t \) is the selected arm at trial \( t \), \( a^*_t \) is the best arm to display to the user according to the selection strategy. \( r_{a_t} \) and \( r_{a^*_t} \) are the corresponding payoffs respectively, \( R_t \) is the regret of the user at trial \( t \). In the news recommendation problem, when a presented news article is clicked by a user, a payoff of 1 is incurred; otherwise, the observed payoff is 0. Equivalently, the target of LinUCB algorithm can be reformulated to maximize the expected payoff given a budget of trials \( T \).

3.2 Attribute Information Modeling

As a rich network representation, the attributed networks encode abundant nodal attributes that describe the characteristics of a node. Thus we will first discuss how to model the attribute information of nodes for interactive anomaly detection on attributed networks. In fact, due to a compound of reasons, various types of anomalies could appear together on attributed networks [30]. For example, as shown in the illustrative example from Figure 1, three types of anomalies coexist on the input attributed network. Among them, node 1 and node 11 are structural anomalies as they do not belong...
to any communities. Note that the value of the second attribute $f_2$ of node 10 significantly deviates from that of the other nodes on the network, thus it is regarded as a contextual anomaly. Meanwhile, node 2 is considered as a community anomaly since its attribute value of $f_1$ is relatively higher compared to the other nodes (nodes 2, 3, 4, 5 and 6) in the same community. As such, the crucial dilemma we try to address during interactive anomaly detection is to seek a balance between exploiting known anomaly types to improve the overall detection performance and exploring new and unknown anomaly types that leads to complementary insights. Therefore, it motivates us to formulate this problem within a contextual multi-armed bandit framework.

In order to formulate the studied problem within the $K$-armed contextual bandit framework, we first group the $N$ nodes into a set of $K$ different clusters. Normally, nodes in the same cluster share the similar features or conform to the same patterns as they can be seen as samples drawn from the same distribution. Therefore, we assume that the nodes within the same cluster share the same model that determines how they will get pulled and get rewarded. Specifically, for each node on the network, we can regard the cluster it belongs to as an arm to pull and its features as the contextual feature vector when pulling that particular arm. Note that in our framework, various methods can be applied to group nodes into different clusters. For example, we can apply the widely used clustering methods such as K-Means, K-Medoids to obtain the node clusters. In addition to that, various community detection methods [53, 54] can also be employed in our proposed framework. In this work, we apply K-Medoids as an attempt.

As we aim to model the attribute information of nodes into the contextual multi-armed bandit framework, we can directly take the nodal attributes as the contextual feature vector. When we try to estimate the payoff of a node selection, similar to LinUCB, the estimated payoff can be computed as the dot product of the contextual feature vector with the coefficient vector of the corresponding arm. As we take each cluster as an arm, the corresponding arm $a(i)$ of node $i$ is the cluster where node $i$ lies in. Then the expected payoff of selecting a node $i$ can be formulated as:

$$r_i = x_i^T \theta_{a(i)},$$

where $x_i$ is the contextual feature vector of node $i$ and $\theta_{a(i)}$ is a coefficient vector of arm $a(i)$ that node $i$ belongs to.

For now, the estimated payoff of selecting a node only associates with the nodal attributes, thus we call this part of the estimated payoff as the attribute payoff.

### 3.3 Node Dependency Modeling

In the previous subsection, we have discussed how to model the attribute information of nodes for interactive anomaly detection with the contextual multi-armed bandit framework. However, the abnormality of a node is not solely determined by its attributes. Apart from i.i.d. attribute-value data, an attributed network is commonly composed of several different communities, where the nodes are densely connected and share similar attributes with each other [54]. Even though the attribute information of a node is normal over the entire dataset, the node is still considered as an anomaly if it shows highly disparate attributes with its neighbors or community members [31], such as node 2 in Figure 1. Consequently, it is critical to exploit such node dependencies for discovering the anomalies on the attributed network.

To model the node dependencies, we introduce a relational matrix $W$ that encodes the dependencies among nodes. In this matrix, each element $w_{i,j}$ is nonnegative and its value quantifies the influence that node $j$ has on node $i$ when determining its payoff. Also, $w_{i,j} = 0$ if there is no edge between node $i$ and node $j$, which means no mutual influence exists between these two nodes. For any node $i$, let $N(i)$ denote its neighbor nodes in the given network, and for node $j \in N(i)$, we normalize $w_{i,j} = w_{i,j} / \lvert N(i) \rvert$ as a direct representation of edge weight between node $i$ and $j$. With the relation matrix $W$, influence from the neighborhood can be captured when estimating the payoff of a node selection. Consequently, we extend Eq (1) by adding a new coefficient vector $\phi$ to model such node dependencies from the neighborhood:

$$r_i = x_i^T \theta_{a(i)} + \rho y_i^T \phi_{a(i)},$$

$$s.t. \quad y_i = \text{Aggr}(\{w_{i,j}x_j, \forall j \in N(i)\}),$$

where $\rho$ is an important parameter that controls the impact of node dependency information on payoff estimation. $\text{Aggr}(\cdot)$ is an aggregator function which aggregates the weighted features from neighbors. Here the aggregator function we propose to use is the mean operator, where we simply take the elementwise mean of the vectors in $\{w_{i,j}x_j, \forall j \in N(i)\}$. Any other aggregator function can also be explored in our framework. Correspondingly, we name the latter part of the estimated payoff as the dependency payoff.

It is worth noting that the joint payoff estimation is clearly depicted in Eq (4): the estimated payoff of node $i$ is not only determined

---

**Algorithm 1**: The proposed GraphUCB algorithm.

**Input**: $\alpha, \beta, \rho \in \mathbb{R}_{+}, T \in \mathbb{N}_{+}, \lambda \in [0, 1], W \in \mathbb{R}^{N \times N}, X \in \mathbb{R}^{N \times d}$

**Initialize**: For each arm $a \in \{a_1, \ldots, a_K\}$:

$A_a \leftarrow \mathbb{L}, b_a \leftarrow 0, \theta_a \leftarrow A_a^{-1} b_a$

$P_a \leftarrow \mathbb{L}, q_a \leftarrow 0, \phi_a \leftarrow P_a^{-1} q_a$

1. for $t = 1 \rightarrow T$
   2. for node $i \in V_T$
      3. Observe feature vectors of node $i$ and its neighbors $N(i)$
      4. Choose an anomalous node $i_t$ based on:
      5. $i_t = \arg\max_{i \in V'} x_i^T \hat{\theta}_{a(i)} + \alpha \sqrt{x_i^T A_{a(i)}^{-1} x_i + \beta y_i^T \hat{\phi}_{a(i)}}$
      6. Receive payoff $r_{i_t} \in [0, 1]$ for selecting the node $i_t$
      7. $A_{a(i_t)} = A_{a(i_t)} + x_{i_t} x_{i_t}^T$
      8. $b_{a(i_t)} = b_{a(i_t)} + r_{i_t} - \rho y_{i_t} \phi_{a(i_t)}$
      9. $P_{a(i_t)} = P_{a(i_t)} + y_{i_t} y_{i_t}^T$
      10. $q_{a(i_t)} = q_{a(i_t)} + \frac{r_{i_t} - \rho y_{i_t} \hat{\phi}_{a(i_t)}}{\rho}$
      11. $\phi_{a(i_t)} = \phi_{a(i_t)} + \hat{\phi}_{a(i_t)}$
      12. end for
      13. $V_{t+1} = V_t \setminus \{i_t\}$
   14. end for

---
by the estimation of node \(i\), but also is deeply influenced by nodes \(N(i)\) in its neighborhood. Namely, when our GraphUCB framework tries to determine the payoff of presenting one node to the human expert, instead of considering the attribute information of that node individually, our model will get a more comprehensive decision by leveraging both the nodal attributes and the node dependencies.

### 3.4 Model Parameter Learning for GraphUCB

Until now, we have discussed how to estimate the payoff a node selection for interactive anomaly detection with both the node attribute information and node dependencies. In particular, at each trial \(t\), we will receive a payoff \(r_{ti}\) of selecting node \(i\) from the human expert, indicating whether the selected node is anomalous or not based on the domain knowledge and interest of human expert. With the received payoff, we can jointly learn the contextual bandit work in conducting interactive anomaly detection, we propose to

<table>
<thead>
<tr>
<th>selection strategy:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i_t = \arg \max_{i \in V} \left{ x_i^T \hat{\theta}<em>{a(i)} + \alpha \sqrt{x_i^T A</em>{a(i)}^{-1} x_i} + \beta \sqrt{y_i^T P_{a(i)}^{-1} y_i} \right} )</td>
</tr>
</tbody>
</table>

The detailed description of the proposed GraphUCB framework is illustrated in Algorithm 1. In this algorithm, the nodal attributes and node dependencies are clearly modeled into the payoff estimation, which are indispensable for identifying the abnormality of nodes. It is worth noting that, with the feedback from human expert continuously integrated back into our model, the node selection strategy can be updated along with the interests of human expert over time. For GraphUCB, another advantage of integrating the dependency payoff part into the payoff estimation is that the confidence interval of the expected payoff also comes from two different parts, which will reduce the estimation uncertainty.

### 4 EXPERIMENTS

In this section, we perform extensive empirical evaluations on real-world attributed networks to verify the effectiveness of the proposed GraphUCB framework in interactive anomaly detection. Before presenting the detailed experimental results, we first introduce the used datasets and then present the experimental settings.

#### 4.1 Datasets

In the experiments, we collect and use three real-world attributed networks that have been widely used in prior research [25, 32] to evaluate the performance of different methods:

**BlogCatalog**: BlogCatalog is a blog sharing website. The bloggers in blogcatalog can follow each other forming a social network. Users are associated with a list of tags to describe themselves and their blogs, which are regarded as node attributes. The predefined groups that the bloggers subscribed are taken as the class labels.

**Flickr**: Flickr is an image hosting and sharing website. Similar to BlogCatalog, users can follow each other and form a social network. Node attributes of users are defined by their specified tags that reflect their interests. Users could also join some predefined groups and are taken as the class labels.

**ACM**: This dataset collects a citation network for published papers before 2016. Each paper is regarded as a node in the network, and the links are the citation relations among different papers. We apply the bag-of-words model on the paper abstract to obtain node attributes. We select papers from nine different research areas and they are taken as the class labels of papers.

To evaluate the effectiveness of the proposed GraphUCB framework in conducting interactive anomaly detection, we propose to

<table>
<thead>
<tr>
<th></th>
<th>BlogCatalog</th>
<th>Flickr</th>
<th>ACM</th>
</tr>
</thead>
<tbody>
<tr>
<td># nodes</td>
<td>5,196</td>
<td>7,575</td>
<td>16,484</td>
</tr>
<tr>
<td># edges</td>
<td>171,743</td>
<td>239,738</td>
<td>71,980</td>
</tr>
<tr>
<td># attributes</td>
<td>8,189</td>
<td>12,047</td>
<td>8,337</td>
</tr>
<tr>
<td># labels</td>
<td>6</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td># anomalies</td>
<td>300</td>
<td>450</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 2: Details of the used datasets.
inject anomalies into the attributed networks. In particular, we refer to two widely used methods [45, 46] to generate a combined set of anomalies for each dataset from both the network structural and nodal attribute information perspectives. In real-world networked data, anomalous substructures are usually created by suspicious activities or behaviors. For example, small clique is a typical anomalous substructure in which a small set of nodes are much more closely linked to each other than average [45]. Thus in terms of the injected structural anomalies, we choose to add links to make a number of nodes form small cliques. Specifically, if we specify the clique size as $m$, we first randomly select $m$ nodes from the network, and then make those nodes fully connected with each other, and then all the $m$ nodes in the clique are considered as anomalies. We iterate this process until a number of $n$ cliques are generated, then the number of structural anomalies is $m \times n$. In our experiments, we fix the clique size $m$ to 15 and $n$ varies for different datasets. In addition, we adopt the attribute perturbation schema introduced by Song et al. [46] to generate the other type of anomaly. Specifically, for a selected node $i$, we randomly pick another $k$ nodes from the data and select the node $j$ with the most different attributes from node $i$ among the $k$ nodes, i.e., maximize the Euclidean distance $||x_i - x_j||_2$. Afterwards, we then replace the attributes $x_j$ of node $i$ by $x_i$. The value of $k$ is set to be 25 here. In the experiments, we inject an equal number of anomalies from both the structural perspective and the attribute perspective, the details of these three used datasets are shown in Table 3.

### 4.2 Experiments Settings

In this section, we introduce the detailed experimental settings, including the compared baseline methods, data preprocessing and evaluation metrics.

#### 4.2.1 Compared Methods

We compare the proposed GraphUCB with the following two categories of methods, including conventional multi-armed bandit approaches $\epsilon$-greedy, LinUCB, LinTS and the state-of-the-art anomaly detection methods on attributed networks Radar and ANOMALOUS.

- $\epsilon$-greedy is one of the most popular exploration-exploitation strategies in literature. In our problem setting, at trial $t$, it picks the node with the highest estimated reward based on the current knowledge with probability $1 - \epsilon$ and randomly picks a node with probability $\epsilon$.
- Linear UCB (LinUCB) [33] is a linear model under the UCB framework by combining linear bandit and contextual bandit together. In our scenario, the estimated payoff $r_a$ can be obtained through the dot product of the node-dependent coefficient with the node attribute information.
- Contextual Thompson Sampling (LinTS) [3] is also a contextual multi-armed bandit algorithm. It is based on Thompson Sampling and is designed for the stochastic problem with linear payoff functions.
- Radar [30] is one of the state-of-the-art unsupervised anomaly detection frameworks for attributed networks. It detects anomalies whose behaviors are singularly different from the majority by characterizing the residuals of attribute information and its coherence with network information.
- ANOMALOUS [37] performs joint anomaly detection and attribute selection to detect anomalies on attributed networks based on the CUR decomposition and residual analysis.

#### 4.2.2 Evaluation Metrics

The feature dimension of the three aforementioned datasets could be exceedingly large. Directly making use of the data of high dimensionality would be problematic as the feature representation is often very sparse and poses great challenges to learning and inference due to the curse of dimensionality. To facilitate the learning process, in our experiments, we employ Principal Component Analysis (PCA) to reduce the dimensionality of node features, and then use the low-dimensional node representation as the contextual vectors for contextual multi-armed bandit models. The dimensionality of the contextual feature vector is set to as 20.

#### 4.2.3 Data Preprocessing

The feature dimension of the three aforementioned datasets could be exceedingly large. Directly making use of the data of high dimensionality would be problematic as the feature representation is often very sparse and poses great challenges to learning and inference due to the curse of dimensionality. To facilitate the learning process, in our experiments, we employ Principal Component Analysis (PCA) to reduce the dimensionality of node features, and then use the low-dimensional node representation as the contextual vectors for contextual multi-armed bandit models. The dimensionality of the contextual feature vector is set to as 20.

#### 4.2.4 Evaluation Metrics

Under the interactive anomaly detection setting, for any multi-armed bandit models, the detector presents one node according to its node selection strategy at each trial, then we can verify the result with the ground truth anomalies and return the feedback. Thus we adopt several widely used metrics to compare different methods. The evaluation metrics used in the experiments include:

- Anomaly Discovery Curve - Since our objective is to maximize the number of true anomalies presented to the human expert.

![Figure 2: Anomaly discovery curve results.](image)
4.3 Evaluation Results

In the experiments, we evaluate the performance of our proposed GraphUCB framework by comparing it with the aforementioned baseline methods. The budget number $T$ is specified as 250. Figure 2 presents the anomaly discovery curve of all the algorithms on all three datasets from $t = 1$ to $T$. Meanwhile, we also report the cumulative precision and recall results in Table 3. From the evaluation results, we make the following observations:

- The proposed GraphUCB framework outperforms all the baseline methods on all the three datasets. We also perform a pairwise Wilcoxon signed-rank test between GraphUCB and these baseline methods. The comparison results indicate that the proposed GraphUCB framework is significantly better than others, with a significance level of 0.05.

- The contextual bandit based methods including the proposed GraphUCB framework, LinUCB, LinTS are superior to the conventional unsupervised anomaly detection methods. It verifies that the attributed network anomaly detection performance can be remarkably improved through incorporating the expert domain knowledge in an interactive fashion.

- GraphUCB shows considerable stronger ability in detecting anomalies on attributed networks than LinUCB and LinTS, especially when the given query budget is small. The reason is that both LinUCB and LinTS neglect the node dependency information on attributed networks when making the node selection strategy. This observation supports the assumption that node dependency information is indispensable for anomaly detection on attributed networks.

- Note that we do not report the results of ANOMALOUS on the ACM dataset due to the issue of running out of memory. Since ANOMALOUS is based on CUR decomposition, it cannot be easily scaled to large-scale networks.

4.4 Parameter Analysis

Next, we investigate the impacts of three controlling parameters in our proposed GraphUCB framework, and report the performance variance results (cumulative precision and recall when $T = 250$) on the BlogCatalog dataset in Figure 3. Among the three parameters, $\rho$ controls the impact of dependency payoff when determining the estimated payoff of selecting a node. $\alpha$ and $\beta$ are the parameters that control the balance between exploration and exploitation when the model makes the node selection decision. In Figure 3(a), as we set $\alpha = 10$, $\beta = 0.01$, we observe that the anomaly detection performance is not sensitive when $\rho$ is in the range of $10^{-4}$ to 1. With the growth of $\rho$, the performance reaches the peak when $\rho$ is around 10 and then gradually decreases if $\rho$ increases. The result indicates that it is necessary to find a balance between the attribute payoff and the dependency payoff when estimating the payoff of selecting a node for the problem of interactive anomaly detection on attributed networks. Similar to the results of parameter $\rho$, the plots
corresponding to parameter \( \alpha \) and \( \beta \) also conform to a convex shape in the experiments. The optimal value of \( \alpha \) is around 10 when we set \( \rho = 10, \beta = 0.01 \), and the best performance is observed when \( \beta \) is set around 0.01 with both \( \rho \) and \( \alpha \) specified as 10. Therefore, seeking a balance to address the exploration-exploitation dilemma is also critical for enhancing the overall anomaly detection performance. In addition, the parameter analysis results on the datasets of Flickr and ACM reveal the similar trend, thus we omit the results here.

5 RELATED WORK

We briefly review related work from two perspectives: (1) graph based anomaly detection; and (2) multi-armed bandit algorithms.

5.1 Graph Based Anomaly Detection

Graph based anomaly detection methods can be generally divided into two categories: 1) anomaly detection on plain networks; 2) anomaly detection on attributed networks [5]. For a given plain network, the only available information we can leverage for detecting anomalous nodes is the network structure. Therefore, this category of anomaly detection methods aim to find patterns and spot anomalies by exploiting the network structure information from different perspectives [4, 22, 52], either at the structural level or at the community level [5]. Different from plain networks, rich attributes information can be easily observed on attributed networks and could have a strong connection with the network structure. Hence, recent years we have witnessed an increasingly amount of efforts in leveraging the structure information as well as its coherence with nodal attributes to spot anomalies on attributed networks [20, 35, 37–39, 43, 44]. CODA [20] is one of the first attempts that simultaneously finds communities as well as spots community anomalies within a unified probabilistic model. Later on, researchers found that complex anomalies in attributed networks could be revealed in only a subset of relevant attributes, thus they proposed to integrate subspace selection and anomaly detection together as a solution, which proves to achieve superior performance. Among them, Consub+CODA [44] carries out subspace selection first and then use CODA to detect anomalies. ConOut [43] identifies the local context for each node and performs anomaly ranking within the local context. ANOMALOUS [37] performs anomaly detection and attribute selection with CUR decomposition in a joint manner. As different types of anomalies could coexist on attributed networks, Radar [31] proposes to detect anomalous nodes in a more general way with the residual analysis.

5.2 Multi-armed Bandit Algorithms

Multi-armed bandit algorithms provide principled solutions to address the well-known exploration-exploitation dilemma, which is about to make a trade-off to obtain new knowledge and the need to use that knowledge to improve the learning performance. As opposed to the traditional context-free multi-armed bandit algorithms [8, 21, 28, 42], contextual multi-armed bandit algorithms utilize the companion side information to infer the expected pay-off, which have attracted lots of attention as they often lead to better learning performance than the context-free multi-armed bandit algorithms in many applications, including recommender systems [16, 33, 47] and network embedding [25].

As another class of related works, prior research also explored the idea of modeling dependency among bandits [11, 49, 50], and showed that the exploitation of such dependency could lead to a dramatic performance increase of conventional bandit algorithms. For instance, the GOB.Lin algorithm [11] utilizes a graph Laplacian term to regularize the model so that users and their friends have similar bandit parameters. On the other hand, CoLin [50] assumes that the reward in bandit is generated through an additive model, indicating that friends’ feedback on their recommendations can be passed via the network to explain the target user’s feedback. Recently, researchers also tried to capture the arm dependency by organizing different arms into different clusters [36, 48] and it is very similar to our studied problem. However, simply performing clustering on attributed networks may ignore the inherent node dependencies and may lead to suboptimal results in interactive anomaly discovery.

6 CONCLUSION AND FUTURE WORK

In this paper, we make an initial investigation of the research problem of interactive anomaly detection on attributed networks and present a novel contextual multi-armed bandit algorithm GraphUCB. Particularly, by interactively incorporating the feedbacks from the human expert about the queried anomalies, our proposed algorithm can remarkably enhance the detection performance of conventional anomaly detectors on attributed networks within a limited number of query budget. In addition, GraphUCB provides a systematic way to fuse both the nodal attribute information and node dependencies seamlessly in a joint framework to address the exploration-exploitation dilemma. In this way, it leads to a balance between exploiting unknown anomaly types and exploring
new and unknown anomaly types. To corroborate the effectiveness of the proposed GraphUCB framework, we perform extensive experiments on multiple real-world attributed networks, the experimental results demonstrate the superiority of GraphUCB over the state-of-the-art approaches.

In our current setting, some open issues are valuable for future study. First of all, we assumed the relation matrix that encodes the node dependencies is given a prior and is fed into the bandit algorithm. However, the strength of links could vary remarkably and treat all links equally cannot fully capture the node dependencies. Hence, it is meaningful to characterize the tie strength [51] when we perform interactive anomaly detection. In addition to that, the method developed in this paper measures the node abnormality based on its local neighborhood structure. Incorporating the measurement of node abnormality from a global view is another topic that needs deeper investigation. Another direction is to investigate the interplay between anomaly detection and network connectivity optimization [14] to make the whole system more robust.
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