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Abstract 

Acaxding to cwrent theories of cognitive skill acquisition, new problem solving rules are conscructed by 
procedmalizatio, production compounding, chURking, syntactic gencnlizatioo, and a variety of ocher mechaaisms. 
AU these mechanisms are assumed to run rather quickly, so a rule's acquisition should be a matter of a few seconds 
at most. Such "ItAlllling events" might be visible in protocol daIa. This paper ditcusses a mecbod for locating the 
initial use of a rule in protocol data. The method is applied to pt«oc:ols of subjects leIming tbreo tasks: a river 
crossing puzzle, the Tower of Hanoi, and a topic in college pbysics. Rules were diJcovcred aldie rare of about one 
every half boor. Most rules required sc~ laming eveau before they were used COIIIisIeadY. wbidl is not .. 
consisIeat widl the ooo-Irialleaming predicted by expJanation-bIIecllelming me1bods. Same observed paaems of 
learning events were consistent with a learning mechanism based on syn18Cdc aeneraJizMion c:I. ruleI. Allbaugh 
most rules seem to have been acquired at impasaes-oc:casio when the subject does not know what., do oext-
there were clear cases of rules being Icamcd without visible signs of an impaae. which does DOt support the popu1ar 
hypothesis that all learning occurs at impasses. . 

Introduct~ 
The goal of this research is to see if people's behavior during the initial construction of a rule sheds any light 

on which of the many contemporary models of rule acquisition is a beUa' charactaizalion of human learning 
mclhods. Many theories of cognitive skill acquisition assume that rules are initially formed during events lasting 
only a few seconds. This is about the same time scale u a protocollinc, so such "learning events" might be visible 
in a protocol. However, it is difficult to 10catc the exact line of a protocol where a rule is formed. AU the existing 
simulations of cognitive skill acquisition (e.g., Anderson, Farrell &: Saurers, 1984; Anzai &: Simon, 1979; Klahr, 
Langley &: Neches, 1987; VanLehn, 1983, in press) usc multi-line episodes or other units of analysis that are too 
large for this purpose. 

This paper first presents a method for locating protocol lines where rules are acquired, then discusses the 
results obtained by applying it to protocols from three task domains. Two of the tasks are puzzles: the Tower of 
Hanoi and a river-crossing puzzle. Although these two studies were intended merely to check that the analytic 
method works, they nonetheless yielded some interesting fmdings. In the third study, the task domain is coUege 
physics. This simulation is still under construction, so only some preliminary results can be reponed. All three 
tasks are similar in that the subjects are "learning by doing" - they are solving problems without help from a tutor or 
an instruction manual. It is an open question whether the results and methods discuss herein extend to other 
instructional situations. 

A method for locating protocol lines where rules are learned 
The (ollowing two-step method is used to 10catc lines of the protocol corresponding to the consttuction of a 

rule. The first step is 10 postulate a large set of plausible rules for problem solving in the task domain. The rules can 
be inferred from analyzing other subjects' protocols, from task analysis, from interviewing subjects, from one's own 
intuition, from writing a simulation program, or from any other source. Each rule is written with the weakest 
preconditions possible so that it wiU be applicable in the widest possible range of situations. The second step is to fit 
this vocabulary of rules to the given protocol. At almost every cycle of the simulation, there will be many rules that 
can be applied because the rules have weak preconditions. The user selects one, and the simulation applies iL The 
user's job is to find a sequence of rule selections that maximizes the fit of the simulation to the protocol. If the 
protocol can be fonnallyencoded. this step can be automated (VanLeIm &: Garlick, 1987; Kowalski &: VanLehn, 
1988). The result is a fable which aligns the protocol with rule firings and "missed opportunities"-occasions where 
a rule could have fired but did not. For instance, in Tables 1 and 4 below, rows correspond to protocollincs and 
columns correspond to rules. Cells of the table contain a "1" if the rule fued during that line of the protocol, a "0" if 
it could have fued and did not, and a blank if it wu not applicable at that time. 

Given such a table, two kinds of analysis are performed. The fust is simply to look for patterns in the firings 
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Table 1: Protocol and simulalion of a subject solving a river crossing problem 

Cycl. Stat. Protocol Rule 1 Rule 
1 LMSb._ The boat can hold only 200 pounds? (E: The boat can hold only 1 

200 pounds.) Okay .•. first ... SmaU and Medium go back 
IE: Uh-huh.) .•. DO across the river on It. 

2 LMSb And 1hen urn ___ Oh ••. Laroe ... 1 

3 · (3 second pauseJ(E: Ve", go on. .... OUIIDud.) .. MId... um ••• 0 
LaIV4J . .- um .. _ (3 second pause) (E: Tall out loud. Tel me 
everything you're thinking.) aut, I can' do It bIcauIe 
someone has 10 sail the boat badt. 

4 · (E: Ok ... Thars right. ~ has to ... fIe boll a.dL) ChI 1 
Ok ... so ... 14 second D8UH1 Small sds fie boll t-* Iftd eMIl off 

5 LSbM and lets lJIrae sail the boaI bade. 1 
6 SLMb IE: Um-hmm. And then what hlDDlftS.) lIh ... 1 
7 · (3 second pause) (E: Talc out loud.) And thin SIML. &MI. .. 0 

can' think of ~ ... (E: KND taIkIna.l 
8 · So ... Medium ....... back. 1 
9 MSbL And ... MedIum Iftd SmIIII ... back. 1 

LMSb (E: Keeo taldna') And thWre al acmal (E: V.,., aoodft 

and missed oppodDDities. Using this kind of 8DIIysis. it was discovaed tbal rules lie rarely Ieamed campletely in 
ODe Irial. Typically, the initial fIring of a rule is followed by ODe or men missed opponunities. then anoda firing, a 
missed opportunity, and so on with aD increasing ratio of firings to missed opporumities. Such pauems have 
IbeoreticaI implicalions. Far instance, gradual acquisition is not consisteDt with the operaIioa of larning methods, 
such u explanalion-based leaming (e.g., DeJong ct Mooney, 1986), thal acquiJe rules in ODe trial~ In one case. the 
precise paIIa'Il of gradually increasing frequency of usage was predicted by a learning mechanism based ()Il 
synlaCtic genenJization of the rule. 

Although the mere pattern of rule usage has shed some light on learning mechanisms, a second type of 
analysis has proved to be even more productive. This type of analysis examines the subject's uucrances in the 
vicinity of each learning evenL For instance, several authors have claimed that allleaming occurs at impasses 
(Laird. Rosenbloom, ct Newell, 1986: VanLehn, 1988). An impasse can only be (RCisely specified relative to a 
given simulalion model, but the rough idea is that the model "doesn't know what to do nen" If this idea is taken at 
face value, and impasse-driven learning is univezsal, then the subject's protocol at the f1I'Sl use of a rule should show 
signs of confusion or hesitation because the subject is at an impasse. The analyses presented below show that most 
initial uses of a rule aIe, as predicted, accompanied by unusually long pauses (X' by comments such as "I can't do it," 
or "It's not that easy." However, several cases were found where there are no such signs of an impasse at all. Thus, 
the data are consistent with the claim that most but not all rule acquisitions are triggered by impasses. 

Study 1: A river crossing puzzle 
The protocol analyzed in this initial study was not collected with the intention of studying the rule acquisition 

process, SO it has some methodological flaWs. However, it has the expositional advantage of being a very short 
protocol that nonetheless demonsttates some of the paper's claims. 

The subject, a 9-year old girl, was given standard inslrUCtions for taIk·aIoud protocols then asked to solve the 
foUowing puzzle: 

'Three men wlllt to eros. a river. They find a boac. but it iI a very small boat. It will only hold 200 pounds. The men 
lie named Large, Medium and SmalL Large weights 200 poundI. Medium weights 120 pounds, and Srnall weights 80 
potmdI. How QIl they all let IIa'Oss? They might have to make 1eVera1 triPl in the boIL 

The subject's protocol and an analysis of it appear Table 1. The first column numbers the cycles of rule 
execution. The second column abbreviares the puzzle's state-the notation "LMSb .... " means that Large, Medium, 
Small and the boat are on the source bank, and nothing is on the destination bank. The third column contains the 
subject's protocol The remaining columns indicate rule fIrings and missed opportunities. The major rules used in 
the simulalion appear in Table 2. Rule 1 is selected for firing at every opportunity (cycles 1, 2, 5, 6 and 9). The 
firing of the rule at cycles 2 and 6 causes a subgoal to be generated because the boat is not on me source bank. This 
assumes a cognitive architecture that automaticaUy transIales precondition violations into subgoals. (The simulation 
was conducted on Teton (VanLehn ct Ball, in press), but ACT*, Soar, GPS and many other archit.ectures have this 
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Table 1: Majors rules used in simulating die solution of die river crossing puzzle 

1. If die goal is to move some men from bank X to bank Y, and die boat is on bank X,Ihen load the boat 
10 its maximum capacity, sail it across, and unload it. 

2. If the goal is dW the boat be on bank X, and the boat is on another bank. Y. and the boll requires 
someone to sail it, and there are some men on bank y, then load the boat with a small man. sail it 
across. and unload it. 

ploperty.) The subgoaIofgeuing the boat back 10 the soun:e bent CIUIeI the appticatioa of rule 2 8l cycles 4 and 8. 

Although all applicadons of rule 1 go smoochIy, the first appIk:aIioa of rule 2 is prec:eded by vabIl evidence 
of an impaae. In the last line of c)":le 3. the sUbject says. -But, I can't do it because IOIDCbody bas to sail the boat 
bact. -The subject says she is stuck while at the same lime mentioning an openrion tbat could be applied. My 
inrapreIadon of Ibis line goes as follows. The subject recopizea Ibat the puzzle sillladoD is an jdeali7Jlrim of 
rality. but she is IIIISUI'e about bow mucb of an icfealjurion it is. In .,.acuIar. she does DOt bow wbedIer abe 
experimenIa'intends _110 adopt the real-life c:oasttaint dW most bola Jequire a bel......... The puzzle 
iDsIructiaas do DOl SIBle this constraint. (Indeed. anocher subject cboIe abe ocber in ..... __ of the iDIINclions, 
allowed the boat ID sail itself back, and answered that it takea only two aiplto .. aD abe .... 8CI'OII.) Oa Ibis 
inrapJetalion, the subject already "bas" rule 2, but she does not know whether she is supposed to DIe it ill Ibis 
puzzle. Afu:l the exptZimenter confinns Ihat this type of boat requiJa IOIIleOIIe 110 sail it, abe subject applies the rule 
(cycle 4). Ald\Ougb this learning event is arguably not rule acquisition. it is clearly leaming of some kind. As will 
be seen shortly, it shares several properties with cases that are quite clearly rule acquisition events. 

The second application of rule 2 is also preceded by signs of an impasse (cycle 7). The subject again claims 
to be stuck, saying" ..• can 't think of anything ...• " Appamlt1y, whatever she learned during cycle 3 is not immediately 
applicable at c)":le 7. As will be seen later, this is quite typical-the fust firing of a rule is followed by one or more 
missed opportunities. Severalleaming mechanisms are consistent with this behavior. For instance. it could be that 
the rule (or assertion) learned at cycle 3 bas sucb a highly specific precondition that it does not apply at c)":le 7, so 
the learning mechanism must create a generalized version of it. AnothCl' possible explanation rests on context 
effects--wben the new rule is stored in memory, it is indexed in part by the context of cycle 3. whicb is assumed to 
be so different from the subsequent reaieval context (cycle 7) that reaieval fails. Although protocol data can 
differentiate sucb learning mechanisms (see below for an example), this particular case is consistent with a variety 
of learning mechanisms. 

Depending on wbich learning mechanism one believes in, cycle 8 represents either a second fuing of rule 2 
or the fIring of a new rule that is a generalization of rule 2. As mentioned earlier, this research method uses rules 
with the weakest preconditions possible, so in the simulation of this protoCOl, cycle 8 is a second fuing of rule 2. 
However. this is just a methodological device for locating learning events in protocols. It is not intended as a claim 
about detailed learning mechanisms. I will continue to speak as if general rules were firing intermittendy, even 
though it may be each general rule is actually an evolving collection of specifu: rules. 

In summ.-y. this potOCOl shows three interesting features. (1) The initial acquisition of the rule did not 
suffice to make it reliably operational. A second learning event was required (cycle 7). The second learning event 
took less time than the fust (cycle 3). This pattern - an initial formulation of a rule followed by one or more 
refinements of it - occurs in later protocols as well. (2) Both learning events seem to be aiggered by an impasse--a 
point where the SUbject does not know what to do next. Impasse-driven learning has been toutccl as a universal 
method for acquiring rules (VanLebn, 1988; Laird. Rosenbloom. & Newell, 1986). It will be seen later that although 
it is common for impasses to crigger learning. other types of criggering can also occur. (3) The subject reported 
neither the rule that was formed nor the processes that constructccl iL The existence of the rule can be inferred from 
ber actions. but if it was ever present in her working memory. she chose not to mention it. This too will turn out to 
be a common feabJre of learning events. 
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Study 2: The Tower of Hanoi 
This study is a reanalysis of the classic protocol of Anzai and Simon (1979) wherein the subject invents 

several solulion strategies for the five-disk Tower of Hanoi over the course of 90 minutes. During Ibis lime she 
m:aves no insll'UCtion. This corrects a methodological Haw in the fust study. where the experimenter's camments 
seem to have been instrumental in the subject's leaming. 

AnzIi and Simon uncovered the majer sttategies that the subject acquin:d and postulated IeamiDg 
rnechaniw' sufticient to acquire those StralCgies. They did not attempt a 1ine-by-1ine compuison of abe protOCOl 
and the behavior of their model Using Teton (VanLehn & Ball. in press). we found that additional assumpdons 
were neceSlllY in mIer to achievc a linc-by-linc simulation of the proIDcoJ. The most impanant new assumpdon is 
thalabe subject bas a sttategy that develops aroWld the fd ten minutes of the prococol and remains fixed throughout 
the rest of the proIIOCOl However. Ibis straIegy gives ambiguous advice on 25" of the moves. wbicb will be called 
the mtljor moves. On the major moves. the subject's fixed straIegy narrows the choices down to two possibililies. 
but it docs not say which one to take. The bulk of the subject's learning c:onsisIs of. progression of sanregies for 
making these decisiClllS. With this new assumption, a model was formulated Ibat fits the lines of the protoCOl with 
high accuracy, exceeding even Ibat found in Newell and Simon (1972). The details c.a be found in VIIILcbu (1989). 

Table 3 shows the rules used to make the major move decisioal. Table 4 shows the IDIIlyIia of tbe proux:ol. 
Each row ofTabic 4 is a major movc. The first column numbels the major moves. tbe IeCOIId column IbtIreviar.cs 
the puzzle's Slate just prior to the move, and the third column abbrcviallea what the subject Slid while maII:iDs the 
IDOVC. The puzzle's pegs are labeled ~ B and C, where A is the peg thIl the disb smrt 0II1Dd C is tbe pea tbey 
sbouJd end up 011. The disks are labeled 1 through S. with S being the largest disk. The noIaIion -125.34 •• : means 
that disks 1,2 and S arc on peg ~ disks 3 and 4 arc on peg B, and peg C is empty. The nowion -2B, lA· means that 
the subject 8DDOUDCed a goal of moving disk 2 to peg B, Iben 8IUlOUJICed a movement of disk 1 to peg A. The 
notalion "4pC" indicates a goal of moving a pyramid or group of folD' disks. Sometimes the subject announces a 
series of goaJs. pauses. and announces a different series of goals. This behavior is indicated by placing two lOWS in 
the table, one for each series of goals. and placing ditto marks in the first two cc11s of the second lOW. Horizontal 
lines in the table indicate places where the subject reset the puzzle to an inilial state. The rightmost six columns of 
Table 4 show the applicability of rules. As always, a "1" indicates a rule firing. a "0" indicates a missed opportunity. 
and a blank indicates that the rule was not applicable. A "1" indicates that the rule may or may not have been ftred .­
the protocol evidence is unclear. The asterisks will be explained in a momenL 

Table 3: Abbrevialions and descriptions of rules for handling major moves 

Initial rules 

• Loole The Anzai and Simon look-ahead search StralCgy. 

• 1 bile If the goal is to move a disk from one peg to another. and there is a single disk blocking the move. 
then get the blocking disk to the peg that is not involved in the move. 

• 2 bile If the goal is 10 move a disk from one peg to another. and the 2-bigh pyramid (i.e.. disks 1 and 2) 
blocks the move, then get disk 1 to one of the pegs involved in the move (thus freeing disk 2 10 move to 
the peg not involved in the move). 

Rules acquired during the protocol 

• 48 Before attempting any of the top level goals, try to get disk 4 to peg B. 

• DsIc (The Anzai and Simon disk subgoaling sttategy.) If the goal is to get a disk from one peg to 
another, and there arc some disks blocking the move. then get the largest blocking disk to the peg that is 
not involved in the move. 

• Pyr (The Anzai and Simon pyramid subgoaling straIegy.) If the goal is to move a pyramid from a peg to 
another peg, then get the next smallest pyramid to the peg that is not involved in the move. 
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Table 4: Rule ftrings and missed oppMUnilies for the major moves 

Mo". St.t. I Protocol 'nltl., ru' •• L •• rned ru' •• 
Loolt I , b 'k3 2 b' k 48 D'.k I Pyr. 

1 12345. _. 18 1 0 0 0 -
2 45.3. 12 28.1A 1 1 ? 0 0 0 

3 5. 123. 4 SC.l·A 1 • 1 • 0 0 
4 12345. _. _ lC 1 0 0 0 

5 45. 12. 3 48.1A 0 1 • 1 • 0 0 

8 5. 4. 123 18 1 0 0 
7 125.34._ lC 0 1 0 0 
8 _. 1234. 5 lA 1 0 0 
9 3.4. 125 18 0 1 0 0 

10 123. _. 45 3C,IC 0 1 0 0 
11 12 345 18 0 1 0 0 
12 1 11,; 
13 12 18 0 1 ? 
14 123, _, _ 3C,28.1C 0 0 • 1 • 0 
15 12 3 .mlila 0 1 0 0 
18 1234, -' _ 38. 2C. 18 0 0 1 0 
17 4.3. 12 lA 0 1 0 0 
11 -' 123. 4 lC 0 1 0 0 . . 38,ZA,IC 0 0 • 1 • 0 
11 12. 34 18 0 1 0 0 
20 12345. _. _ SC.4B.3C.2B.1C 0 0 0 1 0 
21 45. 12. 3 48, lA 0 1 I 0 0 . . 48. 2C. lA 0 0 1 • I • 0 
22 5. 4. 123 SC. 3B. 2A. lA 0 1 1 0 
23 125.34._ lC 0 I 0 0 
24 -' 1234. 5 4C. 3A, 2B. lA 0 0 1 0 
25 3.4. 125 lB 0 1 0 0 
28 123. _. 45 3C.2B.1C 0 0 I 0 
27 12 345 lB 0 I 0 0 
28 12345. _. _ SC.48.3C.2B.1C 0 0 0 1 0 
29 45. 12.3 48.1A 0 1 1 0 0 
30 5.4. 123 3pB. lB 0 0 0 1 
31 125.34._ lC 0 1 0 0 
32 -' 1234. 5 4PC.4C.3pA.3A.2C.1A 0 0 1 1 
33 3.4. 125 ZpA. lB 0 0 0 1 
34 123. _. 45 JpC.2p8.1C 0 0 0 1 
35 12 345 2Pc. 18 0 0 0 1 

Some interesting fmdings are visible in the patterns of firings and missed opportunities. As in the river 
crossing puzzle, it is nevt7 the case that a rule is used ccnsistently after it is filst acquired. Instead, the usage of a 
new rule increases gradually. A second observation is tlw this subject occasionally compares the results of an old 
rule with those of the rule that supplants iL This can be seen in both cases where the subject re-does the planning of 
a move (moves 18 and 21). It can also be seen in move 32 where the SUbject mixes pyramid goals with disk goals. 
Thus, we do not see a rapid transition from an old rule to a new one, but a gradual transition that is sometimes 
accompanied by deliberate comparison of the old and new rules. 

Obtaining further insight into the character of the rule acquisition process requires examining the protocol in 
the vicinity of the initial occurrences of the rules (see VanLehn, 1989, or Anzai & Simon, 1979, for the protocol 
itselt). In the riVt7 crossing study, there were signs of impasses at both the initial firing of rule 2 and the subsequent 
fuing. In Ibis study. impasses were also present at most of the early rule firings. Asterisks are used in Table 4 to 
mark rule firings tlw were accompanied by long pauses and negative comments, such as "It's not that easy" or "I 
should have moved 5 to C." Impasses were common in the acquisition of both rule 4B and the disk subgoaling rule. 
However, there seem to have been no impasses involved in the learning of the pyramid subgoaling rule. At the fU'St 
fuing of the rule (move 30), the subject simply started phrasing ht7 goals in terms of pyramid instead of disks. 
Instead of saying "3 will have to go to B ..• " as she said at move 22, she said, "I only need move three blocking disks 
to ... B." There seems to have been no impasse here. At 32, the subject said 

I will move the remaiDing four from B to C ... It's just like moving fOlD', isn't it? So ... I will have to move 4 from B 
to C ... For thu, the tine that are on top have to go from B to A... Oh, yeah, 3 loes from B to AI For !hat.. 2 hu to 10 
from B to C, for tbar, 1 bu to go from B to A. 
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Although this segment is long. it contains none of the signs of consternation that mart the other learning events. 
Instead, the subject seems to ~ve been exciredly comparing the disk rule and the pyramid rule and proving to 
hezself dw they geneate the same plan. If an impasse is defmed to be an occasion when the subject does not know 
what to do. then this segment is not an impasse. for the subject seems to have two alternatives and believe that both 
are equally correct. In short. it seems that most rule acquisitions (2 of 3) are triggered by impasses. but rules can 
sometimes be learned without impasses. 

There is a subtle pattern in the acquisition of the disk subgoaling ruJe. Some of the early firings oldie rule 
are marked by pIIWJCS and other signs of impasses. and some are not. Alrbough spKe does not pennit. detailed 
examination of the daIa (see VanLehn. 1989). it appears to be the case that the subject's initial fannulation of tile 
disk rule is highly specific in that it mentions the particular disks and pegs involved in the major move where it is 
acquired. Subsequent applica1ions of the rule cause the names of specific pegs and disks to be replaced by variables. 
This gradual generalization of the rule means that some major moves can be handled by the evolving rule. while 
others cannot and force the rule to be furtber generalized. Pauses and otber signs of impasses cmeJare perfectly 
willi the places where geueralizalion is predicted 10 occur. In particular. if it is assumed that the subject follows the 
policy of geoen1izing just enough 10 get the rule to accommocIaIe the present situation. then it will1akc four learning 
events 10 learn a fully general version 01 the disk subgolling rule. All feu of IbeIe predicted learning ewDts are 
marked by impasses in the protocol (two occur during move 14. and both are IDIIbd by a distiDCt pause). So it 
appears dill impaae-driven syntaCtic generalizabon. which has played an important role in sevaal models of skill 
acquisition (e.g •• VanLehn. 1983. 1986. in press). seems 10 be behind the acquisition of the ~ subgoaling sttategy. 

A last point 10 mention is that rules were discovered at a rate of about one CVfZ'/ half hour (three were 
discovered in ~ 90 minute proIOCOl). This rate seems to hold in the next SlUdy as welL 

Study 3: College Physics 
The protocols for the third study come from a study by au. Bassok. Lewis. Reimann and Glaser (in press) of 

eight students Ieaming coUege physics from a standard textbook. Chi et al's Sbldy used a training format that comes 
close to the way students learn physics in college. except that the subjects could only refer to a textbook; they could 
not ask questions of a teacher. The subjects fU'Stlcamed the initial four chapters of a standard college physics 
textbook to criterion. They then read the fifth chapter, which covers the target subject matter. Newtonian particle 
dynamics. When they came to the worked examples at the end of the chapter. protocol collection began. Protocols 
were collected as the srudents srudied 3 examples and warted 19 problems. The examples and the problems present 
ample opportunities for learning because they address issues that simply are not covered anywhere in the preceding 
material. For instance. the concept of a "nOrmal force" is f1l"St introduced in the context of an example. The students 
took between 8 and 29 hours to complete the study. The protocols cover the last 3 to 6 hours. 

As simulations are currently being constructed for each of the 8 protocols, it is too early to report accurate 
data on learning events. However, Bernadette Kowalski and I could not resist doing a hand analysis of one protocol. 
We found clear indications of five rules being acquired. As the protocol lasts 3.5 hours, this is an average of one 
rule every 40 minutes. which is comparable to the rate found in the Tower of Hanoi study (one rule pee 30 minutes). 
We found some evidence that rules are acquired gradually, but we are reluctant to put a number on it because it is 
difficult 10 detect missed opportunities without a simulation. The usual signs of impasses marked the initial fuing of 
3 of the S rules. The other two rules seem to be acquired as the subject reflects on a just-completed solution. As an 
illustration. the next few paragraphs present one of these rule's acquisition event. -

Subject 101 is confused about the difference between weight and mass throughout most of the experiment. 
(Many other students had the same confusion.) Eventually he discovers that weight is the force due 10 gravity while 
he is solving the following problem: "A ftreman weighing 160 pounds slides down a vertical pole with an average 
acceleration of 10 feet per second. What is the average vertical force he exerts on the pole?" The subject reads the 
problem. then says: 

6. Okay. 0., we'd have to con.ider ... the torce ot gravity. 
7. Okay. Let'. tind out what the torce ot gravity is exerting 
8. on them and than we can tigure out what, what his, what he's ' 
9. exerting on it. 
10. How, let .. remember, weight i. equal to, what'. torce equal 
11. · to, weight? 
12. Fore. i. equal to weight over gravity time. acc.leration. 
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The subject decides to follow a generic plan, which he has used many times before. The plan is to fmd die forces 
acting on the body (the fireman, in this case), sum them, and apply F=-mL He swnmarizes his intentions in lines 7, 8 
and 9. However, the plan's flist goal, which is to fmd the force of gravity accing on the fucman, dtwans him. He 
does not know tbal the 160 pound weight is the force of gravity on the fireman, so he sets about to calculate dte 
force using the derived law, F=(W Ig)a. After fwnbling widt the units and looking up die apptopriate value fer die 
graviWional acceleration, g, he substibltes the freefall acceleralian fer a and obtains F-(W/g)g-W. At this point, he 
says: 

"2. Ob, I'. goinq to g.t force i. equa.l to _ight dJ,,,ided 1»y 
"3. gra"ity tu.. qra"ity which i. going to be equa.l to _ight. 
"". Right? 
"5. I. that right? 
"6. OU]". UIa,.o I'. going to get 160 poaIIda. '!hat'. the force. 
"7. Yeah. It Jd.DA:l of make. aenae ' cauae the]", the7 _ight you in 
"8 . poUDd.a, don't the]"? 
41. ftlat'. ~oz-ca. 6: 

50. OU]". So, a .. rage acce.leration, the force !wi, the cp:a"it7 i. 
51. eaazting on hia, yeah, yeah, that ..u. .-.aae, i. 160. 

At line 43, he has the solution to his subgoal. He double chec:b the madl in tiDes 44 and 45 {pobIbly),1IId again 
stares the solution in line 46. Although he could simply go 011 to the next SIep in his plaD. the simplicity of &be 
equation F-W apparently )X'OIIlptS him to reflect an his solution. Thus, a laIming event begiIII around line 47. The 
subject appears to use a kind of explanation-based reasoning. Although he bas just built a proof that F-W for this 
problem, be adds a aecood "proof" based 011 the units of force and weight (both are measured in pounds). This 
seems to be critical to establishing the genaality of the result. which is dial weight is &be force exerted by gravity on 
an objecL The learning event ends at line 49, and the subject returns lID the plan in line SO. However, he indulges in 
one last check of the result, in line 51, before going on to fmish the problem off. The next time he has an opportunity 
to apply his new role, he initially fails to retrieve it, but is reminded of it halfway through the problem, and happily 
applies iL Thereafter, he always uses the new rule whenever it is applicable. 

This segment of the protocol illustrates that rule acquisition in a knowledge-rich context has much the same 
character as it does in the knowledge-lean context of learning to solve a puzzle. For instance, it appears that the 
acquired rule is not completely learned during the first instance of its use, for the subject neady misses the 
opportunity of applying it later. This particular rule does not seem to be acquired at an impasse. Instead, the subject 
seems to infer it while refleccing on his just-completed solution to a subproblem (line 47). However, other physics 
rules do seem to be learned at impasses. 

Condusions 
Three analyses have been presented showing that the initial uses of problem solving rules can be located in 

protocol datL This analysis method yielded die fonowing observations about the acquisition of rules: 
1. Rules are seldom completely learned in one trial. The initial fuing of a rule is often fonowed by 

several missed opportunities before lite rule comes to be fued at every opportunity. 

2. Sometimes. this gradual increase in applicability is consistent with a learning mechanism (VanLehn, 
1983, in press) that operates by initially cODSlrUcting a highly specific rule then generalizing it only 
when an impasse forces it to. 

3. Long pauses. negative comments and other signs of impasses are common at the early fuings of rules, 
but some rules are acquired without any visible signs of an impasse. 

4. Sometimes, the subject explicitly compares a new rule to the old rule that it replaces. This indicates 
that the subject is probably aware of both of them, although none of the subjects in any of these sbldies 
explicitly mentions or describes their rules. It also indicates a 1IKJl'eo()I'-1ess deliberate application of a 
medtod for improving one's lcnowledge. 

5. In the context of leaming-by-doing, wherein the subject receives no instruction from bltors or manuals, 
rule acquisition occurs at the rate of about one rule every half hour. . 
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