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1 Synonyms

Astroturfing; Malicious crowdsourcing

2 Glossary

Astroturfing Astroturfing is the campaign that masks its supporters and sponsors
to make it appear to be launched by grassroots participants.

Crowdsourcing Crowdsourcing is the process of obtaining needed services, ideas,
or content by soliciting contributions from a group of people. Internet services fa-
cilitate the process by connecting customers and crowdsourcing workers.

Ground truth Ground truth is the accurate annotation of data examples, which is
used in statistical models to prove or disprove research hypotheses.

Heterogeneous data Heterogeneous data are the data involving multiple modali-
ties, such as a social media post containing texts and video clips.

Information diffusion Information diffusion happens between individuals when a
flow of information travels from one individual to another.

Misinformation and Disinformation Misinformation and disinformation are the
inaccurate or false information., while disinformation is intentionally spread to mis-
lead other people, and misinformation is unintentionally spread.
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Social media Social media can be defined as internet services that enable users to
share content, and subscribe and receive information of interests. Social media sites
allow for social interactions between users, where people can follow each other and
make friends. Social media are immensely popular in the dissemination of breaking
news and emerging stories.

Social media account A social media account is an entry of user in social media
websites. A user may have multiple accounts, and an account can also be controlled
by multiple users.

Social media post A social media post is an entry for content that may comprise
text, images, videos, and links to other posts or external resources.

Social media user An individual who has a social media account, through which
he/she posts information, receives and comments on other people, makes friends
and follow other people.

Social network A social network is a network structure made up of social network
users, and users are interconnected by the social ties.

Supervised learning Supervised learning is the machine learning task of inferring
a decision function through learning from data with ground truth.

3 Definition

If participants of an astroturfing campaign are organized by crowdsourcing, the pro-
cess is defined as Crowdturfing. Crowdturfing aims to gain or destroy reputation
of people, products and other entities through spreading biased opinions and framed
information.

Crowdturfing Detection is the process of detecting crowdturfing activities with
software systems. The detection method can be unsupervised through discovering
the anomalous traffic or on the basis of patterns of historical crowdturfing activities.

Crowdturfing in Social Media is the crowdturfing activities that regard social net-
working platforms as the main information channel of the campaign. Crowdturfing
workers use social media accounts to spread information and may result in unfair
popular popularity, such as a hijacked trending topic, in social networks.

4 Introduction

The pervasive use of social media services in recent years has revolutionized the way
of information dissemination. Users of social media services have become not only
information consumers, but also information producers. The openness and availabil-
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ity of social media services also make it easier for malicious users to misuse social
media services. Crowdturfing is such malicious activities, which are performed by
real people and organized by crowdsourcing. We aim to discuss the phenomena in
social media in this article.

With the increasing availability of social media, people listen to and trust opin-
ions of online friends before they make decisions. People utilize information from
social networks to find interesting movies, restaurants, etc. However, these positive
opportunities also present a sinister counterpart: fake and inaccurate information in-
tentionally spread to mislead people. Traditionally, people assumed that malicious
activities were generated automatically by automated systems, so existing systems
dependent on the assumption are easy to be bypassed by real users. Crowdsourcing
facilitates the attacks through gathering crowdturfing workers and connecting them
with potential customers. Sophisticated attacks of crowdturfing intimidate ordinary
users with overwhelming unwanted information. Therefore, it is critical to detect
crowdturfing on social media effectively.

Before we go further, it is essential to introduce the concept of crowdsourcing
and how crowdsourcing organizes crowdturfing. Crowdsourcing websites, such as
Amazon Mechanical Turks, Clickworker, and CrowdFlower, enable customers to
post jobs and hire crowdsourcing workers to obtain needed services. The services
can be various, ranging from answering surveys, annotating images, to translating
texts. Since dedicated annotators are usually expensive to hire, it is hard to employ
large-scale annotations or surveys. Crowdsourcing alleviates the burden of costs by
segmenting a big task into small pieces, and connecting them with the spare time of
crowdsourcing workers. In the meanwhile, however, crowdsourcing also paves the
way for large-scale malicious campaigns.

Zhubajie.com (ZBJ) is one of the largest crowdsourcing websites in China, which
started in 2006 and had been well established. On ZBJ, tasks are classified into dif-
ferent categories, such as programming (e.g., building websites) and graphic design.
There is also a subsection dedicated for requests solely to crowdturfing. The crowd-
turfing tasks are mainly about advertising a particular product: customers usually
ask crowdturfing workers to post a specific content and return corresponding screen
shots for getting paid. The average budget of a crowdturfing task is around 12 to 15
dollars [28], and each a crowdturfing worker can earn 0.2 to 1 dollar on average for
a single task.

The crowdturfing in social media is usually involved with spreading malicious
URLs and form astroturf campaigns. The detection of crowdturfing in social media
could be beneficial for improving experiences of users and maintaining the value of
social media sites. In the following sections, we investigate into the existing liter-
ature about crowdturfing in social media. We discuss the challenges pertaining to
the problem and explain the scientific fundamentals for studying crowdturfing. We
then glean over the key research findings from related work. References to different
tools, datasets, and commonly used evaluation metrics are provided for interested
readers to further study the significance and challenges of crowdturfing detection in
social media.
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5 Key Points

The study of crowdturfing detection is subjected to various challenges. The avail-
ability of crowdsourcing sites and the openness of social media make the prob-
lem even more complicated. Below we present significant challenges noted by re-
searchers and practitioners:

• Absence of ground truth Unlike traditional data mining problems, the ground
truth of social media crowdturfing datasets can hardly be manually annotated.
Though it is possible for human annotators to identify irregular patterns and ad-
verse attacks, the way of organizing such campaigns, however, can hardly be
told for sure. According to the definition of crowdturfing, being organized by
crowdsourcing is a key element of crowdturfing. Therefore, there is a lack of
availability of obtaining a benchmark dataset. The absence of ground truth ex-
acerbates the difficulty of posing the problem as a supervised machine learning
task.

• Analyzing content One of the biggest challenges is to analyze the massive
amount of content information in social media. To detect organized crowdturfing
activities, the larger size of samples may result in better and more ascertained
results. However, take Twitter, for instance, the number of monthly active users
exceeds 300 million and the number of tweets per day is over 500 million, it is al-
most impossible to process the massive data, which may be only a small portion,
in a traditional setting.

• Evolving strategies Machine learning approaches focus on identifying pattern-
s of adverse activities, which may be difficult to cope with novel strategies of
emerging crowdturfing campaigns. For example, traditional crowdturfing detec-
tion methods [16] may only exploit the content, pictures, and videos have been
increasingly used recently [11, 25]. Moreover, it is commonly assumed by ex-
isting methods that posts of crowdturfing workers are near duplicate since the
content is usually pre-written by the supporters. However, sophisticated crowd-
turfing workers have also been found [10], who might compile more original
content. The evolving crowdturfing strategy may easily bypass static filtering of
traditional detection approaches.

• Evolving participants Crowdsourcing is popular since it provides a way for
people to transform their spare time into monetization rewards. Many crowd-
turfing workers are working on the tasks only “part-time”, so the corresponding
social media accounts are usually not dedicated for crowdturfing, and contain
content information about themselves instead of campaigns. The personal post-
s may serve as camouflage that disguises the campaigning information. So it is
challenging for traditional approaches to detect such evolving crowdturfing par-
ticipants with mixed content, and would require fine-grained analysis on user
posts.

• Heterogeneous data Multimedia information is increasingly prevalent on so-
cial media sites. The multimedia information is brought by newly founded social
media sites that are dedicated to images and videos such as Instagram and Pin-
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terest. Existing social sites such as Facebook and Twitter are also widely used
for disseminating pictures and short videos. Also, existing multimedia sites such
as Youtube, are evolving with adding more social features. Therefore, images,
video clips, and texts are simultaneously used for campaigns. The heterogeneity
of data requires better adaptivity to cross-modal information, which is lacking in
existing methods.

The different studies conducted in detecting crowdturfing have taken one or more
of these challenges into consideration. We will present and discuss their major re-
search findings in the section of Key Research Findings. Next, we will present the
underlying scientific fundamentals for detecting crowdturfing in social media.

6 Historical Background

Astroturfing refers to campaigns that appear to be led by grassroots participants but
is actually supported by intentionally masked sponsors. Crowdturfing can be regard-
ed as a specific type of astroturfing, of which the campaign participants are orga-
nized by crowdsourcing. The study of astroturfing can be traced back to 1985, when
insurance companies hired “astroturfs” to launch campaigns promoting their inter-
ests. Starting from 1998, researchers focused on measuring the difference between
campaigns led by true grassroots and astroturfs [3]. Another example of astroturfing
is the campaigns initiated by cigar industry in the late 1990s. With increasing taxes
on tobacco and more regulations of smoking in the United States, cigar industry
faces hard times from the early 1990s. In order to prevent the loss of income, tobac-
co companies, together with the National Smokers Alliance, initiated an aggressive
campaign to protect their interests. The astroturfs sent cards and letters to advocate
the rights of smokers [9].

With the development of information and communication technologies, astro-
turfing has evolved its way of reaching people. In addition to letters and cards, au-
tomated phone calls, websites, and emails are used to allow for making astroturfing
prolific and economical. In 2001, Americans for Technology Leadership (ATL) and
the Association for Competitive Technology began their advocates to make people
send letters to their state attorneys general. The letters were pre-written and aimed
to convince the attorneys general to drop a lawsuit against Microsoft. Later it was
found out that ATL was heavily funded by Microsoft [20]. Crowdturfing becomes
prevalent around 2010, benefiting from the availability of organizing a large num-
ber of participants economically. The lower cost of crowdturfing also enables small
groups to launch their campaigns. On Internet platforms, such as forums, blogo-
sphere, and social media, crowdturfing is found to be involved with political and
commercial campaigns [1].

In order to detect astroturfing, traditional methods rely on checking the content
manually. For example, letters from ATL and Association for Competitive Technol-
ogy campaigns were found to be similar to each other; letters were even authored
by people who died before they were signed [21]. However, with the availability
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of crowdsourcing, manual checking is too expensive to cope with the large-scale
crowdturfing. According to a study on crowdturfing websites citewang2012serf, a
crowdturfing campaign may consist of 200 tasks. It would be extremely challenging
to merely rely on manual checking to detect the massive amount of crowdturfing
information, such as memes in social media [23]. In next section, we will present
several challenges in identifying crowdturfing.

7 Detecting Crowdturfing in Social Media

Before introducing detecting crowdturfing activities in social media, we first in-
troduce the following fundamental principles that have been used for investigating
crowdturfing:

• Mining and profiling social media users
• Modeling information diffusion in social media

We will elaborate on these fundamentals in the next.

7.1 Mining and profiling social media users

In social media platforms, users post content, forward posts of friends, and receive
information from their friends. People interact with each other through making
friends and exchanging information. These activities induce an attributed network a-
mong social media users that has been well studied to understand patterns of crowd-
turfing and other adverse attacks [28, 30], which are explained below.

• Social networks Social media users could follow each other to subscribe other
people’s shared information. The behavior of following generates links, which
result in a social network structure. The social network structure has been used
to identify adverse behaviors in social networks. The information that has been
used includes the number of links [18], contents and profiles of friends [19], and
the community structures and hierarchies induced by the social network [8].

• Conversations In addition to sharing information, social network users can also
comment each other to share and exchange opinions, which result in conversa-
tions between users. The ideas expressed in the comments can be regarded as an
indicator of the quality of information. For example, if some emerging story is
unlikely to be true, people usually try to verify and correct it by asking questions
or commenting negatively [34].

• Textual streams In social networks, content is continuously generated that com-
prises a stream of texts. Since campaigns are time-sensitive and may emerge dur-
ing specific time periods, specific patterns may exist, such as hibernation (low
activity traffic volume in a long period) and abrupt bursts (high activity traffic
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volume in a short period) [31]. These temporal and quantitative patterns can be a
good measure for indicating abnormal activities.

• Temporal and spatial patterns Researchers have performed analysis on user
behaviors to detect abnormal activities. A topic that is trending on social media
is usually related to certain time and locations, so the time [31] and location of
users [4], combined with the content they posted, can be taken as an indicator of
the norm of information.

• Information originality The originality of information describes the unique-
ness and novelty of information. Since crowdturfing is usually organized, the
corresponding content should be less varied and has a more limited vocabulary.
Though originality has been widely used for traditional approaches to identify-
ing astroturfing, in the context of detecting crowdturfing, however, measuring
originality of information is more challenging since the amount of information is
massive, and many people may post other people’s content without citation.

7.2 Modeling information diffusion in social media

Posting new content and being spread, forwarding information from other people
to friends, and writing comments, these activities are imperative for social media
users. The activities that portray these people as actors in social networks and help
them to influence other people result in the diffusion of information between social
media users over time. In this section, we will introduce fundamental principles of
information diffusion, and how information diffusion models can be adapted to cope
with information of crowdturfing.

• General information diffusion models The basic models of information diffu-
sion include SIR model [13], tipping point model [6], independent cascade mod-
el [12] and linear threshold model [12]. Information diffusion models explain the
cascade of information by studying the network topology and the mechanism of
information exchange. Independent cascade model has been adopted to for social
media information [7] since it takes the relations and influence of friends into
consideration. Independent cascade model has also been used to model the in-
formation diffusion between social network users by assuming the relationships
between people are independent [17].

• Information diffusion for crowdturfing In order to adapt general information
diffusion models to the diffusion of information from crowdturfing, differen-
t kinds of information exchange and more roles can be introduced. For exam-
ple, independent cascade model assumes the information exchange is inform-
ing, however, for disinformation from crowdturfing, the “exchange” is not only
about informing but more about persuading other people to trust the information.
Therefore, researchers introduce belief levels to the process of information ex-
change to study how the information spreads [2]. Another way is to introduce
more roles. In addition to spreaders and receivers, Tian et al. introduced clarifiers
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and persuaders for information diffusion, which adapts linear threshold model to
the diffusion of disinformation [27].

Next, we discuss the key findings of crowdturfing detection. We segregate the key
findings by the way they model social network users, i.e., content-based, behavior-
based, and diffusion-based approaches.

7.3 Crowdturfing Detection

In this section, we discuss the key findings of crowdturfing detection. We segregate
the key findings by the way they model social network users, i.e., content-based,
behavior-based, and diffusion-based approaches. We also introduce available data
resources that is useful for further investigation.

7.3.1 Content-based approaches

In order to detect crowdturfing, a possible one is to examine the social media con-
tent and identify the similar and duplicate posts. For example, Wang et al. generate
behavioral signatures by exploiting user’s contents [29]. Similarly, Yang et al. pro-
pose to discover the topics on which are focused by crowdturfing workers [32]. As
discussed before, crowdturfing customers may ask crowdturfing workers to com-
pile original content, so the corresponding posts may not share similar patterns that
lead to distinguishable “behavioral signatures”. The posts that appear to be different
share the same goal of leading other users to a certain resource, such as a some us-
er’s account or an external web page. Therefore, the “targets” of posts can be used
as an indicator of systematically organized content generation [26].

7.3.2 Behavior-based approaches

Since crowdturfing jobs are usually required to be done according to rules compiled
by the customers, behaviors of social media users involved with crowdturfing are
useful to reveal the abnormal activities. For example, the temporal pattern of up-
loading and clicking URLs can be used to differentiate crowdturfing [5]. In order to
gain more influence on social media sites, crowdturfing workers also follow a cer-
tain account to farm links. Researchers have studied in using the behavioral patterns
as well as the content information to identify crowdturfing workers on Twitter [15].

7.3.3 Diffusion-based approaches

Diffusion-based approaches aim to modify existing information diffusion models to
understand and detect adverse activities. Through extending independent cascade
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model and linear threshold model, information diffusion models can be used to rep-
resent the process of adverse attacks on social media sites [2, 27]. The diffusion
models can not only facilitate detection of crowdturfing but also help intervene the
process and minimize the aftereffects of disinformation. Ratkiewicz et al. extrac-
t the and nicely visualize the process of information diffusion [24], which helps
understand the diffusion mechanism of crowdturfing campaign, and may provide a
user-friendly interface to label crowdturfing content streams manually.

7.3.4 Datasets

Researchers and related practitioners have used different datasets for crowdturfin-
g detection. An astroturfing dataset is available for Twitter textual streams [23],
which is publicly available. The dataset consists of memes obtained from Twit-
ter and contains ground truth data which are manually labeled. A malicious user
dataset is available for studying behaviors of potential crowdturfing workers. The
ground truth is available with the dataset, which is labeled automatically using so-
cial honeypots [14]. In order to study user behaviors from different social networks,
more datasets are publicly available at ASU social media data repository [33]. It is
also possible to obtain crowdturfing data through the crowdturfing websites, such as
Zhubajie, Sandaha, and Fiverr.

8 Key Applications

• TweetTracker is an analysis tool that is designed to track, analyze, and monitor
content information in social media. The tool incorporates the feature of loca-
tion, and can assist researchers and practitioners with event-based data collection
in media data. TweetTracker has a built-in module of detecting event-based ma-
licious users [22], which can be used to identify propaganda participants. The
tracking function can be used for crowdturfing detection by picking out dupli-
cate contents. The tool is free to use for academic purposes upon approval.

• Truthy is a Twitter-based tool, which aims to detect the spread of astroturfs in so-
cial media by examining malicious accounts [23]. It is free to check an individual
account from the tool.

• Debot is a freely available tool to check bot users on social media. Since the
tool focuses on correlated and near-duplicate activities of different social media
users, it could be used to detect crowdturfing workers who are organized for a
campaign. The codes and data are freely available.



10 Liang Wu, and Huan Liu

9 Future Directions

In this article, we have discussed major challenges, fundamental principles, and key
concepts of crowdturfing detection. We focused on several noteworthy applications
and datasets that afford noteworthy opportunities for further investigation. Although
the topic has been extensively studied, we envision several directions for future work
as our reliance on social media and its increases. With more social media sites being
constructed and being popular, a crowdturfing campaign could be simultaneously
launched on different social media sites. Therefore, it would be valuable to rigor-
ously investigate cross-media crowdturfing detection. Also, with the increasing role
of social media in real-world events, further research would entail not only differ-
ent social media channels but also the effects of events happening in real world.
For example, a company may launch campaigns during a public relation crisis; the
incorporation of considering these real world events may further facilitate the detec-
tion of crowdturfing.

10 Cross References

Spam Detection on Social Networks

Anomaly Detection in Social Networks

Network Anomaly Detection Using Co-clustering

Fraud Detection Using Social Network Analysis, a Case Study
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