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Abstract

This paper discusses the evolution of institutional rules, the prescriptions that humans use to shape their collective activities. Four aspects of the rules are discussed: coding, creation, selection, and memory. The immune system provides us a useful metaphor to relate these four aspects into a coherent framework. For each aspect, the relevant dynamics in social systems and immune systems are discussed. Finally, a framework for a computational model to study the evolution of rules is sketched.
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Introduction

Institutional rules are the prescriptions that humans use to organize all forms of repetitive and structured interactions or situations that humans get involved in at all levels of scale [1]. Rules are defined as shared understandings that refer to enforced prescriptions about what actions are required, prohibited, or permitted [2]. Those rules can be formal (e.g., law) or informal (e.g., religion). In contrast, norms are shared understandings but are not enforced prescriptions, meaning that it is unclear to a third party what to do when a prescription is not met. A norm might be: “do not steal property that belongs to somebody else.” A rule would include “otherwise you will be sentenced to two months in jail.” The evolution of norms is well studied [3, 4], which is not the case with the evolution of rules.

Formal studies of rules mainly focus on a comparative-static approach to what the different equilibria of a social system are with rule configuration A vs. B. For example, most game theorists study the effect of different rules of games [5]. The question of how rules evolve is rarely explored [6, 7]. But since humans are continuously tinkering with the rules of their games of life, it seems a fundamental challenge to social science to understand the evolution of rules.

Empirical evidence from field research and laboratory experiments provides some indication of what affects self-organization of institutions [6, 8, 9]. Laboratory experiments show that communication is a crucial factor to derive cooperative behavior [8]. Furthermore, the ability of the participants to determine their own monitoring and sanctioning systems is critical for sustaining cooperative behavior [8]. The reasons why these factors are important are not precisely known, but the hypothesis is that cooperative behavior relates to the development of mutual trust during interactions between resource appropriators.


Although our understanding of the processes of self-organizing institutions is limited, careful analysis of a variety of common-pool resources in different parts of the world shows that there are some common characteristics among self-organized institutions of common-pool resources, such as the presence of boundary rules and authority rules related to allocation, and active forms of monitoring and sanctioning [8]. Furthermore, traditional societies, which have established a sustainable interaction with their environment, use rituals and taboos as mechanisms to practice and remember ecosystem management [10]. 

Studying the evolution of rules is difficult, because rules are created, selected, stored, enforced, changed, and deleted by different actors at different temporal, spatial, and organizational scales. Currently, at Indiana University and other institutions, we are trying to derive a conceptual framework for the evolution of rules by analyzing various systems like language, professional sports, social insects, and immune systems. By comparative analysis we aim to derive a better insight into the evolution of rule systems. In this paper, the focus will be on the evolution of rules from an immune system perspective. Such a perspective is expected to be useful to understand how a social system is able to create and maintain effective sets of institutional rules to govern collective choice problems, like an immune system creates and maintains responses to microbiological invasions. We will focus on how rules are coded, how new rules are created, how effective rules are selected, and how rules are remembered. 

Besides the fact that an immune system is an appealing analogy for the understanding of the evolution of rules, scholars from immunology have developed computational models of their systems of interest. These models might be used to develop computational models to study self-organization of institutions. We will provide a sketch of a framework for a computational model of the evolution of institutions, based on existing methods for the study of immune systems. 

This paper is organized as follows. First, a brief introduction to the functioning of immune systems is given. Then I discuss for each of the four different aspects of the evolution of rules what the relevant theories are in social science, and how they relate to the characteristics of the immune system. Then I will discuss relevant computational models of immune systems and discuss a possible computational framework for the evolution of institutions. The last section provides some conclusions.

The immune system

The immune system maintains the health of the body by protecting it from invasions by harmful pathogens, such as bacteria, viruses, fungi, and parasites. These pathogens are the cause of many diseases, so it is necessary to detect and eliminate them rapidly. All organisms have an innate immune system that is a rapid first line of defense of fixed responses to invaders. Vertebrates also have an adaptive immune system that can develop specific responses to new types of invasions, remember successful responses to invasions, and can re-use these responses if similar pathogens invade in the future. The following is a brief description of how the immune system functions with our interest on evolution of rules in mind and based on the work of Sompayrac  [11] and Hofmeyr [12].


The adaptive part of the immune system consists of a class of white blood cells called lymphocytes, which circulate the body via the blood and lymph systems. Their primary function is to detect pathogens and assist in their elimination. There are millions of lymphocytes circulating at any one time, forming a system of distributed detection with no central control. The surface of a lymphocyte is covered with a large number of identical receptors. The surfaces of pathogens contain epitopes. The more complementary the structures of receptor and epitope are, the more likely they will bind together. Recognition occurs when the number of bound receptors on a lymphocyte’s surface exceeds a certain threshold. The detection and elimination of pathogens is a consequence of trillions of cells interacting through simple local rules. Detection of pathogens focuses on harmful “non-self” entities. Due to its distributed nature, the immune system is also very robust in its actions against the failure of individual components and attacks on the immune system itself.


The immune system maintains a diverse repertoire of responses in order to eliminate different pathogens in different ways. To achieve this, the immune system constantly creates new types of responses. These are subject to selection processes that favor more successful responses (i.e., lymphocytes that bind to pathogens). A memory of successful responses to pathogens is maintained to speed up future responses to those and similar pathogens. These three processes — creation, selection, and memory of responses — are described in more detail below.


The generation of new responses corresponds to the creation of new lymphocyte receptors. This is done by a pseudo-random process of DNA recombination. The DNA used to create lymphocyte receptors consists of libraries, each containing a number of gene segments. A new DNA string is assembled by picking a random segment from each library and joining these segments together. The resulting DNA is then used to make the receptor. If the DNA does not make a valid receptor the lymphocyte commits suicide, because it is useless without a receptor.


Lymphocytes are subject to two types of selection processes. Negative selection, which operates on lymphocytes’ maturing in the thymus (called T-cells), ensures that these lymphocytes do not respond to self-proteins. Most self-proteins pass through the thymus. If a T-cell binds to any of them while it is maturing it is killed. Mature T-cells are therefore tolerant of self-proteins. The second selection process, called clonal selection, operates on lymphocytes that have matured in the bone marrow (called B-cells). Any B-cell that binds to a non-self pathogen is stimulated to copy itself. Thus, B-cells are selected for their success in detecting a non-self. The copying process is subject to a high probability of copying errors (“hypermutation”). Because B-cells need a second signal from T-cells (which are tolerant of self) for recognition, there is little danger of a mutated B-cell attacking self-cells and causing autoimmune disease. The combination of copying with mutation and selection amounts to an evolutionary algorithm that gives rise to B-cells that are increasingly specific to the invading pathogen.


During the first response to a new pathogen the immune system learns to recognize it by generating new responses and selecting those that are successful, as described above. This response is slow, and the organism will experience an infection. If the same or similar pathogens invade in the future, the immune system will respond much more quickly because it maintains a memory of successful responses from previous infections. However, there is only a limited memory capacity so memory can be lost if the body is not re-infected occasionally. 


There are several theories of how immune memory is maintained. One is that successful B-cells become long-lived memory cells that remain in the body in a dormant state until re-infection occurs. Another is that memory cells are not long-lived, but the immune system is constantly being stimulated by low levels of persistent pathogens. This ensures that memory cells continue to produce descendants that can deal with future infections. The pathogens involved might be left in the body from the infection, or they might be from subsequent invasions by the same or similar pathogens. Yet another theory is based on evidence that lymphocytes bind to each other as well as to pathogens. This led some theoretical immunologists to propose that these cells can be described as a network, which dynamically maintains memory using feedback mechanisms [13]. If something has been learned, it will be remembered if it continues to be reinforced by other parts of the network.

Immune system responses and institutional rules

The immune system contains interesting system characteristics for the study of the evolution of rules by social scientists. The immune system is constantly confronted with problems (harmful pathogens). If there are new problems, the immune system is often able to create a response that eliminates the problem. If old problems occur again, it remembers previous successful responses and reactivates these responses. We want to understand whether those immune system mechanisms can hold for social systems, since social systems are also constantly confronted with disturbances, often as a result of the conflict between individual and collective rationalities.


One might argue that social systems are not organisms, and therefore the analogy does not hold. First, the definition of self and non-self is not crisp in immune systems (leading to autoimmune diseases), like in social systems. Second, components of the immune system can be explained from individual selection, but the immune system as we know it has emerged as a system where the totality of interactions contributes to the fitness of the host. Similarly, even if social agents perform selfish behavior, we still would be interested to know what type of institutional arrangements lead to sustainable development of the social system.


To unravel the analogies between immune system responses and institutional rules, we have to understand how both rules and responses are coded, created, selected, and remembered. We need to understand the coding because the building blocks of rules constrain what kinds of rules can be created. The creation is important to understand how new types of rules can emerge. To understand how the most effective rules/responses emerge from a large variety, we need to understand the selection process. Finally, successful responses/rules are remembered and activated when necessary in both immune systems and social systems.


The next section describes in more detail the four different mechanisms for both the immune system and the social system. The differences and similarities are discussed.

Coding of possible rules

In order to understand the emergence of rules, we must understand how rules are encoded. For an immune system we can describe the responses in genetic structure, DNA and molecules. For institutional rules we also need a kind of coding. An example of coding in social systems is language: English grammar and vocabulary are the building blocks for creating novel English sentences. Crawford and Ostrom [2] provide us a useful starting point by introducing a grammar of institutions which provides a theoretical structure for the analysis of the humanly constituted elements of institutions like rules, norms, and shared strategies. There has been discussion in institutional science of whether institutions are rules, norms, or strategies. Crawford and Ostrom [2] propose a broader framework, which encompasses all three concepts. The grammar of institutions enables them to generate structural descriptions of institutional statements. 

The syntax of the grammar of institutions contains five components. Different compositions of these components lead to strategies, norms, or rules. Specifically, the components are: 

· Attributes, which describe which members of the group the statement applies to 

· Deontic, which holds a verb from deontic logic – must/obliged, must not/forbidden, or may/permitted
· Aim, which describes the action to which the deontic applies
· Conditions, which describe when, where, how, and to what extent the statement applies
· Or else, which defines the sanction to be applied for non-compliance with a rule
Shared strategies are written with attributes, aim, and conditions components; norms add the deontic to this; and rules add the or else component. 


Comparing the proposed grammar of institutions with the encoding of lymphocyte receptors, we see that there are some interesting similarities. The overall structure of both can be described as a string of slots, into each of which are fitted certain types of components. Each type of component is drawn from a library of possible variations. The variations and number to choose from differ among the types of components. Thus, the genetic structures of rules and receptors are quite similar. 

The similarity is obviously not exact, since the number of component types in an institutional statement can vary, depending on which type of statement it is (strategy, norm, or rule). In the immune system, the number of components used to create the receptor’s DNA string is fixed — one from each library. Thus in both social systems and immune systems, a large number of rules can be generated from a limited number of possible variations of components, due to the combinatorial nature of the rule-creation process.

Creation of rules

How do systems generate new structures from a set of building blocks? Jacob [14] proposed the metaphor of evolution as tinkering. In contrast to an engineer, a tinkerer does not know exactly what (s)he is going to produce but uses whatever (s)he finds around him or her. We envision the creation of new rules as a process of tinkering.

Like immune systems, new rules need to be tested for their validity.  Since many of the possible errors result in statements that seem ridiculous, this step may often occur in humans’ minds before they propose a new rule. Some inconsistencies may only become apparent later when the proposed rule is being discussed or implemented. Thus, tests of a rule’s validity can take place in both the creation and selection phases.


There are some significant differences between the ways new lymphocyte receptors and new institutional statements are created. Creating new rules at random seems like a costly process. The immune system can afford to do this because it contains so many millions of cells. Social groups do not contain as many agents as this nor maintain such a large set of rules. People adjust old rules to be efficient with limited cognitive and organizational resources. Perkins [15] makes similar points in his comparison of evolution and human inventors. Evolution searches the space blindly — it cannot manage its search, it simply happens. Evolution’s (and the immune system’s) main weapons are time and parallel search. Human inventors do not have the time to search blindly through the possibilities, nor do they have the same capacity for parallel search that evolution has. Instead they are able to manage their search of the space by following gradients of promise, ignoring large areas that are not cost-effective to search, changing the grain of the search, and shifting their starting point to a different area of the space. Chance does play a role in human creativity, but the random search employed by evolution and the immune system is rarely used by human inventors [16]. 

Human inventors can also search through an abstract space of mental models, whereas evolution (and the immune system) can only search through the space of prototypical rules. This abstract space is typically easier to search, but the results cannot always be translated back to the more concrete space of prototypes.

Random recombination can only create new arrangements of existing components in line with the concept of tinkering. New components can only be created by mutation. The problem is that these mutations cannot then affect the genetic material used to create new lymphocytes within the lifetime of the organism. In the creation of institutional statements we can create completely novel components and add them to the components available for recombination. 

Selection of rules

The immune system selects those lymphocytes for replication that have the best functional response to harmful pathogens. When a newly created lymphocyte binds with a non-self pathogen, it copies itself (clonal selection). Selection of rules in a social system is somewhat different, but two mechanisms of the immune system also are central in the selection process of a social system. The first mechanism is the ability of agents to recognize others. In immune systems, recognition is based on self/non-self, in social systems the recognition is based on the level of trustworthiness. The other immune system mechanism is recognition when the number of bound receptors on a lymphocyte’s surface exceeds a certain threshold. In a social system a threshold also needs to be met before a rule can become effective, namely the constitutional threshold that enough agents start to use the rule, or when enough votes are collected for a collective choice.


The basic question regarding the selection of rules is whether enough support can be derived for a new rule. The ability of a group to support a newly proposed rule is dependent on social capital. When sufficient social capital is built up in a community, proposed rules will be more easily accepted and followed. Social capital comprises relations of trust, reciprocity, common rules, norms and sanctions, and connectedness in institutions [17-19]. 

Many people are also driven by reciprocity, and not only by selfishness [20]. There are two types of reciprocity: positive and negative. Positive reciprocity is the impulse to be kind to those who have been kind to you, while negative reciprocity is the impulse to strike back to those who have broken norms or rules. Using simple games in laboratories, these phenomena have been found repeatedly. Trust can be defined as the belief in reciprocity of another agent. A trustor will provide something of value to the trustee, but will expect something back later. A crucial element of trust is to recognize trustworthiness of others. Therefore, the type of communication is important for the outcome of collective actions. In small groups one may know the reputations of all other agents. In larger groups one may use symbols to signal trustworthiness, such as being a member of a certain organization, having a tattoo, obtaining a degree at a university, or wearing a uniform.

The existence of norms in a group that places group interests above those of individuals give individuals the confidence to invest in collective activities, knowing that others will do so too. Reciprocity and trust are important social norms which can be developed in a group [21]. Another important norm is to agree on sanctions for those who break the rules. Social norms can be developed during repeated interactions, but can decay easily from cheating.

The immune system is a distributed system, but information and a built-up repertoire of responses is spread through the system. This spreading depends on interactions between agents, both self-self and self—non-self interactions [22]. Such networks of interactions between agents are also essential in social systems to reinforce norms, trust, and reciprocity during social interactions. Social networks represent connections between social agents. Social networks seem to be structured in such a way that information can be spread fast over the social network. 

All these aspects reduce the costs of creating cooperative behavior. Rules for collective choice will be selected when there is a sufficient level of social capital. In a population of distrust, selfishness, and individualism, cooperative arrangements are unlikely to emerge, although rules might be selected and imposed by a ruling clique and give that clique substantial advantage over others.

Remembering rules

Even though rules have been selected, they might not be useful in every situation. It might be efficient to limit the number of rules. The memory of a society can take many different forms. These may be formal, such as laws and constitutions, or informal, such as taboos, rituals and religions. Although Berkes et al. [23] rarely use the concept explicitly, they give us a useful starting point for looking at memory in their discussion of traditional ecological knowledge. They identify a wide range of ecosystem management practices found in local and traditional societies. They also identify the social mechanisms behind these practices: the generation, accumulation, and transmission of knowledge; the structure and dynamics of the institutions in which ecological knowledge is embedded; and cultural internalization. Many of these mechanisms are relevant to the question of memory. Some, such as taboos, regulations, social and religious sanctions, and folklore, can probably best be viewed as specific items (or collections of items) of memory. Others, such as the role of knowledge carriers, stewards, or wise people, emphasize the locations where memory is held. Finally, there are the processes that maintain memory — the transmission of knowledge between generations, community assessments of available resources, and rituals or ceremonies that serve as mechanisms for cultural internalization. 

To these suggestions we also can add the physical modifications of the environment by a society, which are items of memory intended to help the society’s continuing interaction with the environment. Dennett [24] suggests that a vital part of human intelligence is our ability to off-load our cognitive tasks, including memory, into the environment, which we do to a far greater extent than other species. An example is the use of road signs to find our way. Like many other species we place markers in the environment as aids to memory, but we also can invent and build tools that confer intelligence on us by allowing us to carry out tasks we could not have done without them. The most important of our tools is language. Language allows us, among other things, to store much more information in the environment than we could otherwise remember. Written language allows us to store it in written records. Spoken language allows us to store it in other people, in the social network of which we are a part. In relating these insights to immunological memory, we look at three theories of how immune memory is maintained: long-lived memory cells, re-stimulation by pathogens, and immune networks.

Memory cells are analogous to individual items of memory, such as individual laws and taboos. An individual rule will become an item of memory if it is successful enough or enforced consistently. It also might be possible to make an analogy between memory cells and locations where memory is stored, for example wise people. However, analogy says little about why certain locations (people) are selected to store memory and others are not. A more promising analogy to the memory cell theory is the revival of old knowledge and management practices in response to a resource crisis. Berkes et al. [23] cite a few examples of such revivals. Like memory cells, the knowledge being revived lay dormant for a while before being reactivated in response to a disturbance. Berkes et al. [23] suggest that strong institutions and traditions are necessary for such revivals. 

The theory that memory is maintained by continual re-stimulation of memory cells is more promising. In this theory, cells are short-lived, and it is the descendants of the original memory cells that respond to future infections. This is similar to the process of intergenerational transmission, which ensures that memory can survive the deaths of the individuals who store it. In the immune system, memory is transmitted between generations as long as the memory cells are re-stimulated — i.e., as long as the information is relevant. Similarly, cultural change or persistence of memory depends on its continued relevance to the current context [25]. What this theory of memory cannot explain is the survival of memory that is no longer relevant. This survival is probably due either to deliberate attempts to preserve it (instrumental persistence), or sheer force of habit (inertial persistence).
More generally, this theory of memory emphasizes the processes that maintain memory, particularly those that involve an ongoing interaction with the environment. For example, community assessments of resources and the rituals and ceremonies that serve as mechanisms for cultural internalization [23] could be viewed as ‘reminders,’ in the same way as re-stimulation by pathogens may act as a ‘reminder’ to the immune system.

The immune network theory of memory is analogous to memory that is produced and maintained by a social network. No single item of memory exists in isolation from other items, nor does any location or person holding items of memory exist in isolation from other locations or people. Furthermore, all of the processes that change and maintain memory take place in the context of a social network.
Wegner [26] uses the term transactive memory to describe the memory we store with other people. He argues that when people know each other well they are able to develop a joint memory system because they know which types of information each of them is best suited to remember. This is similar to Dunbar’s social group size of about 150 [27]. 

A computational framework for the evolution of rules
The evolution of rules has interesting similarities with immune systems. For studying the evolution of rules, we want to use computational models, and formal models of immune systems might therefore provide useful tools for such an effort. Theoretical immunology studies immune systems by mathematical and computational models [28], and has inspired computer scientists to apply system characteristics of immune systems to other fields such as computer security and pattern recognition [29, 30]. 


I will now sketch a possible framework to simulate the evolution of rules. When it is disturbed, a well-functioning system should be able to generate new rules that are effective to prevent severe consequences. For example, when a new management practice leads to over harvesting, a healthy social ecological system should detect the problem in an early phase, create informal or formal rules to reduce the harvesting, and be alert for similar problems in the future. Possible implementations of the four parts of the evolution of rules are described below. 

Coding of rules

Rules can be encoded as a bit-string similar to encoding of antibody receptors and antigens in artificial immune systems (e.g., [31-33]). Binary representations are useful for those artificial immune systems since simple string-matching rules can be used to calculate the binding strength between receptor and antigen [32]. An alternative would be to use a variable-based symbolic representation, as suggested by Hunt and Cooke [34]. This would allow us to encode concepts from logic such as and, or, if-then-else, etc. Kim and Bentley [35] use an encoding scheme that suggests a compromise between these two solutions. Each detector’s phenotype is an expression of the form:

IF (Attribute 1 = X OR Y) AND (Attribute 2 = [0..10]) AND ... THEN Non-self

A detector’s genotype is a binary string consisting of a number of genes, each of which represents an attribute of the detector’s phenotype. The number of genes is determined by the number of attributes of the antigens. This encoding scheme allows rules written in a simple logic to be easily encoded as binary strings. The rules allowed by the scheme can vary from the general (with attributes that can contain many different values and still match) to the specific. 

The string might consist of parts that are created in different libraries in line with the different components of the grammar of institutions [2]. The attributes component of the grammar would be encoded as one or more attributes in Kim and Bentley’s scheme [35]. Certain types of conditions components in the grammar (e.g., those defining when and where a rule is to be applied) also could be encoded this way. The aim component of the grammar would require the addition of an extra gene to the encoding to describe the action to be taken if the attributes match. This would be sufficient to encode shared strategy institutions. Encoding norms and rules would require the addition of more genes for the deontic and or else components.
Creation of rules
Creation consists of selective drawing from the space of possible rules. This selective drawing means that probabilities for a new rule are not uniform. Due to experience and setting priorities, some rules might have a larger probability of being created. Neural networks, hill climbing, or genetic algorithms might be used to translate experience into selected drawings.

Holland [36] presents an alternative method for creating new rules within a classifier system model. In this model new rules are created by triggered generation, rather than by the more commonly used genetic algorithm. When an agent’s internal state and set of already existing classifiers satisfies certain criteria, a new rule of a particular type is created. Thus creation of new rules is triggered by events and new rules are created deliberately to work well with already existing rules and to improve the system’s performance when the same situation arises in the future.

This method of rule creation seems to be closer to how people create rules than the method of random recombination. However, it relies on knowing what the effects of the new rule will be. When events trigger the creation of a new rule, it may not always be obvious which rules will work, because of the complexity of the environment and the pre-existing system of rules. In these cases, which rule is created will still have to be determined by selective drawing from a space of possibilities.

Triggered generation of rules may be especially useful in one specific case. This is when a new rule with an or else component is generated. As described above, these rules must be supported by other rules or norms that specify how compliance with the new rule is monitored, and how rule-breakers are sanctioned. Rather than waiting for these supporting rules or norms to evolve, we may want the creation of a new rule to trigger their generation. However, unlike in Holland’s model, there could be many choices of supporting rules or norms, so their creation is not deterministic.

The coding of rules should be consistent. This means that rules can only be successfully created only when the coding of a rule meets certain exogenous constraints of consistency. Such constraints can be absolute, such as physical constraints, or can change in time, such as being related to social norms. 

Selection

To derive sufficient amount of support for a new rule, it is important to build up enough social capital for a timely response. Therefore, it is important to formalize the dynamics of social networks and the dynamics of trust relationships.

Agents are assumed to be part of social networks, which formalize social interactions (e.g., [37]). Another aspect that can restrict social connectivity is the mutual trust between agents. How do agents know whether they can trust others? The recognition of trustworthy and untrustworthy agents could be likened to the recognition of self and non-self in the immune system. However, unlike in the immune system, recognition of an untrustworthy (non-self) agent does not result in destruction of the agent, but in avoidance of cooperative activities with that agent, because of the risk of getting defection as a response. 

Trustworthiness can be signaled by symbols that are difficult to mimic physically or too costly in efforts [38]. Within the area of understanding the evolution of cooperation, symbols are used to recognize whether agents are similar (e.g. [39]), have a good reputation [40], or recognize trustworthiness [41-43]. By recognition of the type of opponent in a game, agents may choose to play the game or not, and/or cooperate or not. Furthermore, agents may desire to interact with certain types of agents, thus recognition of the types of agents may lead to social networks.
Memory

Memory of rules can be embedded in individuals like memory cells, or can be embedded in social networks like immune networks. When memory is stored in an individual, this individual receives the code of the rule and knows when to use the rule. When memory is stored within a social network, the interactions among the agents generate the code of the rule and the conditions in which to apply the rule. In both cases memory is limited, and needs to be maintained actively. This occurs by re-stimulation of the memory. When a problem occurs repetitively the memory storage is reinforced frequently. If a situation happens only rarely, but can have severe consequences, it can be worthwhile to put energy into training the memory. This can be done by external stimulation such as celebration days, monuments, rituals, and taboos.


In a similar way, Hunt and Cooke [34] simulate memory in an immune system that is maintained because cells that hold the memory of a particular antigen are continually stimulated by other cells in the network. Because B-cells are continually being deleted and replaced, the system as a whole can adapt to a changing environment by forgetting little-used items of information. This will occur only when the cells holding these items lose the feedback from other parts of the network, so the system is not too quick to forget information when it is disturbed. 

Conclusion
In this paper I have described a conceptual framework for the evolution of institutional rules based on the metaphor of an immune system. The coding, creation, selection and memory of rules are explored, and a computational framework is proposed. Of course, social systems are not organisms, but our analysis shows that there are many similarities between lymphocytes in immune systems and rules in social systems. 

The next phase of this research avenue will be the development of computational models. But what can such models contribute to the understanding of institutions? One of the possible topics of research is to understand what types of clusters of rules emerge in which situations. Do differences in environmental conditions lead to the emergence of different types of rules? Another future topic is to understand the functional diversity of rules and what the constitutional designs enhance the robustness of complex social systems.
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