Finding Requests in Social Media for Disaster Relief
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Abstract—Natural disasters create an uncertain environment in which first responders face the challenge of locating affected people and dispatching aids and resources in a timely manner. In recent years, crowdsourcing systems have been developed to exploit the power of volunteers to facilitate humanitarian logistic efforts. Most of the current systems require volunteers to directly provide input to them and do not have the capability to benefit the large number of disaster-related posts that are published on social media. Hence, many social media posts in the aftermath of disasters remain hidden. Among these hidden posts are those that need immediate attention, such as requests for help. Hence, we have implemented a system that detects requests on Twitter using content and context of tweets.

I. INTRODUCTION

Social media has become an important channel for crisis communication. During Hurricane Sandy in 2012, more than 20 million related tweets were published on Twitter. Social media is a fast-paced channel which is used by affected people to describe their situation and observations, seek information, specify their requests, and offer their voluntary assistance; providing actionable information [1], [2]. Officials have also used social media in disaster response. For instance, American Red Cross tweeted “You can text “HAITI” to 90999 to donate $10 to Red Cross relief efforts in #haiti” after the major earthquake in Haiti, in 2010

To help actionable posts stand out among millions of others on Twitter, users take advantage of hashtags. In the aftermath of the Chennai Rains in 2015, #ChennaiRainsHelp was used by stranded people to request help and by volunteers to offer accommodations2. In the Paris Attacks in 2015, volunteers used #PorteOuverte to offer shelter and #StrandedInUS to help with French people whose flights have been canceled3. Actionable information is useful for first responders who face challenges such as the distribution of resources when their size and location are unknown and the environment is uncertain [3].

Although hashtags play an important role in finding the posts which contain actionable information, not all such posts are marked with proper hashtags. For instance, in the Boston Marathon Bombings in 2013, no consistent hashtag was offered by official organizations [4]. In such cases, valuable information could be neglected because of this sole dependence on hashtags. A trivial way to overcome this challenge is the manual inspection by the officials which is not feasible due to the fast pace of social media; millions of posts are published every hour. These issues have encouraged researchers to create systems that either benefits manual input from volunteers or are based on automatic methods to detect actionable information.

Several systems have been implemented to use crowdsourcing power in disaster relief. One example of such efforts is CrisisCamp which is managed by CrisisCommons. After the Haiti earthquake, CrisisCamp brought together volunteer programmers and developers who created digital maps for coordinating relief groups and applications for people to trade their supplies 4. Another system is Ushahidi which has been launched in the 2008 Kenyan post-election crisis. In Ushahidi, volunteers can submit reports via various channels, SMS, MMS, or the online interface. These reports will be later categorized, geotagged, and put on interactive maps [5]. Manual annotation of these reports by volunteers was possible when the system started but not in later disasters. The number of reports grew from hundreds of daily reports in the Haiti Earthquake in 2010 to 300,000 tweets per minute in Japan Earthquake in 2011 and to 20 million tweets during Hurricane Sandy. Due to the immense volume, volunteers of Ushahidi were no longer able to annotate as they were overwhelmed by the data was produced by people on social media [6].

In the next generation of attempts, systems have been developed that use automatic methods to extract useful information from social media data for disaster relief. For example, in Artificial Intelligence for Disaster Response System, Imran et al. [7] extract crisis related tweets, ask the crowd to label a subset of them, and use this data to train a crisis-specific classifier. This classifier is later used to extract informative posts from Twitter. The system that we propose also benefits social media data and automatically finds requests for help on Twitter. Requests are a subset of informative tweets and hence, this problem is harder to tackle. Previous studies use the text of tweets as the main source. They extract n-grams and train a classifier for each specific disaster because the vocabulary in each disaster differs from others. N-grams were proven to be powerful features for extracting informative tweets but are expensive to achieve due to dependence on disaster-specific (manually) labeled datasets. Contextual features have been

1https://goo.gl/ODRDWa
2http://goo.gl/HoNaXB
3http://goo.gl/PgkcPn
4http://goo.gl/WITww2
also used in previous studies but not for solving our specific problem and they have been exploited to slightly improve the performance of n-gram based methods. In this work, we suggest a set of contextual features that have the power to discriminate requests from other tweets with F-score 71%. We also show that the results will improve by adding n-grams, as expected. More details on our method and results can be found in Section II and Table III.

II. LEARNING APPROACH

To detect requests for help on Twitter, we calculate the probability of a tweet being a request using both its content and context. Content features are based on the text and include n-grams and topics (which are generated using LDA [8], see Section II-A). Contextual features are the metadata provided with each tweet such as entities (e.g., URLs, hashtags, and mentions), timestamp, retweet count, and author’s information (e.g., username, location, number of friends and followers). In the rest of this section, we will provide the details of our process to create the model that has been used in our system.

A. Feature Extraction

To prepare the dataset for the learning step we have removed duplicate tweets, retweets, and tweets which are different in at most one word. Then, punctuation and stop words have been omitted from the text of tweets. After disasters, based on the possible outcomes, specific keywords will be used by affected people to report their problems and request for help. These keywords are important content features to distinguish requests from other types of tweets. We translate keywords to n-grams in our model by considering unigrams, bigrams, and trigrams. Another content-based feature is the topic which is the probability distribution over words. We have extracted 20 topics for each tweet using LDA.

The second group of features is contextual. Source is the software by which a tweet has been published such as “web” or “iPhone”. The most popular sources are the Twitter website, Twitter web clients, and Twitter applications for iPhone and Android. Location of a tweet is a valuable information. Users can enable the geolocation service while tweeting to help other users and first responders verify that the author is actually located in the affected area [9]. Users can mention each other using “@” preceding a username. This feature is used to establish conversations on Twitter. Users who are publishing a request try to ask for resources or explain a situation which needs attention. Thus, getting involved in conversations is not aligned with their goal. Hence, the number of mentions in a post can distinguish it from discussions. In conversations is not aligned with their goal. Hence, the number of mentions in a post can distinguish it from discussions. In this work, we used this method in building our system. Classifiers receive each tweet in the form of a vector of features (II-A) and calculate the probability of a tweet being a request.

B. Learning Method

To classify whether a tweet is a request, we have trained different classifiers to find the one which has the best results. Based on the results in Table II, the Decision Tree classifier outperforms other three methods based on F-Measure. Hence, we have used this method in building our system. Classifiers translate keywords to n-grams in our model by considering unigrams, bigrams, and trigrams. Another content-based feature is the topic which is the probability distribution over words. We have extracted 20 topics for each tweet using LDA.

TABLE I
REQUEST VS. NON-REQUEST TWEETS IN TERMS OF TOP THREE CONTEXTUAL FEATURES.

<table>
<thead>
<tr>
<th>Feature Request</th>
<th>Non-Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tweets with at least one hashtag</td>
<td>38%</td>
</tr>
<tr>
<td>Tweets with at least one URL</td>
<td>66%</td>
</tr>
<tr>
<td>Average tweet length</td>
<td>118.2</td>
</tr>
</tbody>
</table>

C. Data Set and Evaluation

The classifier has been trained on a dataset of 13,260 tweets on Hurricane Sandy with 3,261 requests and 9,999 normal tweets. The requests have been provided by Purohit et al. [10] and normal tweets are a random sample of our Hurricane Sandy dataset which was collected during the same period of time. We used Decision Tree classifier (which has the highest performance in our experiments) with a different subset of features. As reported in Table III, using all the features results in the best performance, as expected. However, the change is minor when changing n from 1 to 3 in n-grams, suggesting that unigrams have the most amount of information.
III. SYSTEM ARCHITECTURE

Our system has been implemented as part of TweetTracker which is a powerful tool for tracking, analyzing, and understanding activities on Twitter [11]. TweetTracker has been used by FEMA, The Red Cross, and others during crisis scenarios. In TweetTracker, tweets which are related to a job are crawled from the Twitter Streaming API as they are published. Each job in TweetTracker is defined to crawl the data related to an event from Twitter, Youtube, Vkontakte, and/or Instagram. Each job is a collection of keywords, users (authors), and locations. After creating a job, if a post is published on any of the selected social media sites and matches any of the job’s criteria, it will be selected. A recent TweetTracker job, 2016 Japan earthquake in Kumamoto, is shown in Fig. 1. When defining a new job for the system, a user can flag the job as being related to a natural or man-made crisis such as an earthquake or a bombing. Tweets of the flagged jobs, after removing punctuations and stop words, will be labeled with the probability of being a request using the approach that was discussed in Section II-B. The probability of being a request is the output of our system (see Fig. 2).

A. Results

We periodically apply our model to new tweets for crisis related jobs and update the most probable requests. An example output of our system for a job on Hurricane Sandy is presented in Fig. 2. This figure shows a snapshot of TweetTracker Tweetalyzer in which there are several tabs to provide information of the selected job such as Tweets, Users, and Topics. Our system is shown in the rightmost tab, Requests. This tab is active when the selected job has been marked as crisis related. In Requests tab, text, author, and the probability of the most probable requests are provided to users.

Along with the probability of a tweet being a request, our system has the ability to show the geotagged most probable requests on the map. This feature is shown in Fig. 3.

IV. CONCLUSION

Social media is widely used in disaster response. Millions of tweets are published both during and in the aftermath of crises. Some of these tweets reflect observations, while many others contain offers and requests for help. On the other hand, a major issue that first responders face is locating victims and distributing resources in this uncertain environment. To help with these challenges, our system has the capability to distinguish requests and show their information and location. The underlying method of the proposed systems, along with content, benefit the context which has been used in previous studies but not regarding the problem of finding social media requests in the aftermath of disasters. In this paper, we have both proposed and implemented a method that can help first responders connect with people who are contributing and requesting aid, for the purpose of streamlining the process of providing aid to crisis-affected areas.
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<table>
<thead>
<tr>
<th>Username</th>
<th>Text</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChrisHammer1971</td>
<td>@MartinTrue058 who cares if you win? Just DONATE whatever $ u get today 4 Sandy &amp; challenge. @NASCAR &amp; peers to match PLZ RT if u agree</td>
<td>61.05%</td>
</tr>
<tr>
<td>NailLoungeNY</td>
<td>RT @AidenFocus: If you have extra clothes and wish to donate to the victims of Hurricane Sandy. @Apt78, @NailLoungeNY @ Apt <a href="http://t.co/R">http://t.co/R</a> ...</td>
<td>61.05%</td>
</tr>
<tr>
<td>yannaparty56</td>
<td>Best part of Sandy &amp; being flooded who power in #Hoboken? Hwy Red Cross crank #radio that still gets me news &amp; final days of #NewRock1019</td>
<td>61.05%</td>
</tr>
<tr>
<td>EmilyZuz</td>
<td>RT @Matt_Morrison: We can help those impacted by Hurricane #Sandy. Visit <a href="http://t.co/DB1UdMrH">http://t.co/DB1UdMrH</a> or text the word REDCROSS to 90999 to ...</td>
<td>64.7%</td>
</tr>
<tr>
<td>treehuggeruk</td>
<td>RT @GreenGeek: 12 Ways to Help Hurricane Sandy Relief Efforts: How to volunteer, where to donate, and more handy post-Hurricane... http ...</td>
<td>63.06%</td>
</tr>
<tr>
<td>PetHealthNet</td>
<td>How can you help with the Hurricane Sandy relief effort? You can start by donating to: The Humanite Society... <a href="http://t.co/AtmXtqM">http://t.co/AtmXtqM</a></td>
<td>63.06%</td>
</tr>
<tr>
<td>megisawerdn</td>
<td>Donate now to help with Hurricane Sandy relief and DOUBLE your donations value thanks to Craig Newmark of Cra <a href="http://t.co/NhFR2C">http://t.co/NhFR2C</a></td>
<td>63.39%</td>
</tr>
<tr>
<td>BillyUable</td>
<td>The real tragedy of #Sandy is the world learning just how many adults in NJ &amp; Staten island still seem to be living with their parents.</td>
<td>67.98%</td>
</tr>
<tr>
<td>NortheastWx</td>
<td>As of 8pm, Friday October 26th, Hurricane Sandy is located just north of the Bahama Islands. Hurricane Sandy ... <a href="http://t.co/P1smHKT">http://t.co/P1smHKT</a></td>
<td>67.98%</td>
</tr>
</tbody>
</table>

Fig. 2. Output of our system: most probable request for help tweets.

Fig. 3. Output of our system: location of the most probable geotagged requests on the map of the disaster-hit area.


