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Project Summary

The objective of this Small Grant for Exploratory Research (SGER) is to establish a unifying taxonomy of features selection. Feature selection is to choose a subset of features among the available ones. It can be viewed as an optimization problem of exponential time complexity along several dimensions. Many feature selection algorithms have been developed and systems deployed in real-world applications. However, there exists a distinct gap between what theory suggests and what practice reveals, and the proliferation of feature selection algorithms has not brought about a general methodology that facilitates new research and development on feature selection. This project is a first step toward dealing with the two issues. The task is accomplished in two steps: (1) defining a common platform to consider representative algorithms on the equal footing; and (2) building a unifying taxonomy to discover how they complement each other and what is missing. Representative data and algorithms are collected during the project for investigation. The results of this project will be a contemporary survey, a unifying taxonomy of feature selection algorithms, and some potential solutions to the automatic selection problem - being able to automatically choose the most suitable feature selection algorithm with given conditions. 

Publications and Products

· Feature Selection Survey draft  prepared and planned to submit to a journal when the project is into its fourth quarter.

· Book chapter on Feature Extraction, Selection and Construction (draft) submitted to the LEA Handbook of Data Mining.

· Invited paper on Feature Selection, Extraction, and Construction  at PAKDD2002 Workshop 3 on Towards the Foundation of Data Mining 

· Feature Selection with Selective Sampling submitted to ICML2002, Experimental Results 

· Active Sampling for Dimensionality Reduction submitted to SIGKDD2002, Experimental Results 

· One project web site has been created to include related information, and updates.
Project Impact

One straight A Ph.D. student is supported by this project. The student has been trained to conduct research based on the previous work and achieved significant progress toward his PhD thesis.  The work produced in the project is being used in the graduate seminar course on Data Mining offered in Spring 2002 to emphasize the critical role of data preprocessing in data mining. The exploration with industry leads to a joint effort on embedded data extraction with Motorola. A full proposal to explore the solutions to the automatic selection problem was submitted to NSF IDM based on the latest developments on feature selection and its applications sponsored by this NSF grant.  

Goals, Objectives, and Targeted Activities

The ultimate goal of this project is to explore ways to take advantage of the rapid developments in feature selection without delay. The objectives of this project are: (1) to organize the existing feature selection methods systematically and sensibly to facilitate a user to search for the most suitable method for an application or to help a researcher identify new problems; and (2) to attempt the automatic selection problem with a framework so that a recommendation could be offered when needed. This way, feature selection can be made transparent in data mining in a limited sense to allow a data miner to focus on data mining applications. Toward these objectives, we will complete the survey, collect representative data sets, apply or re-implement representative feature algorithms, use the generalized framework to experiment potential solutions to the automatic selection problems to further the work based on the survey as outlined in the full proposal. In the meantime, we will use this project as an opportunity to promote and strengthen our activities in education, student training, community services, and industrial collaboration. The targeted activities are (1) to improve the current data mining course and design a web-based training course for a broader audience (managers, engineers, planners, etc.) who are interested in data mining; (2) to work with researchers in other disciplines to disseminate and apply the state-of-the-art data mining techniques (chemical engineering, bioinformatics, information security); (3) to propose a data mining curriculum for senior students and help them prepared to face the challenges in this information explosion age by offering an introductory data mining course; (4) to work with industrial partners in applying the techniques developed to the real-world problems (one project on embedded data extraction has been planned  and will be pursued).
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Area Background

Feature selection is a process that chooses a subset of features from the original features so that the feature space is optimally reduced according to a certain criterion. It is a data pre-processing technique used often to deal with large data sets in data mining. Its role is to (1) reduce the dimensionality of feature space, (2) speed up a mining/learning algorithm, (3) improve the comprehensibility of the mining results, and increase the performance of a mining algorithm (e.g., predictive accuracy). Feature selection can be considered in the context of search. Various search algorithms are applied: exhaustive (breadth-first), complete (branch-and-bound), heuristic, and randomized. It finds a wide spectrum of applications. It can be applied in both supervised and unsupervised learning, as well as in text mining. Feature selection is a multi-disciplinary area contributed from statistical pattern recognition, data mining, and machine learning. 
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Potential Related Projects

Some potential projects or collaborations in data pre-processing for data mining are: 

1. Image Mining with Feature Extraction – study how to extract and selection relevant and effective features for object recognition using data mining techniques.

2. Embedded Data Extraction of Data Streams – study how to extract features and selection instances from data streams in an embedded environment.

3. Focusing techniques – study other related selection techniques: database selection, instance selection, plan selection, etc. 
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