Face Recognition (FR) using the Compressive Sensing and JSM model:              Code Documentation and Information
Submitted Paper Version: “A Compressive Sensing Approach for Expression Invariant Face Recognition” CVPR 2009 Paper.
1. Folder Structure and Basic Information
Unzip the JSM_Face_Recognition.zip, the sub- folders/directories necessary for the FR application will be automatically added. But we mention the folder structure necessary to run the FR code below. Note that DataBaseName1 folder (and sub folders) under training and testing root folder is the current working folder (if set in Options structure –see Section 2-3). There are two options – manually create these folders and then add the training and testing images. Or invoke the functions like  Form_Data_Set_from_CK_Database  (see section 2, table 1) which create these folders (DataBaseName1) and selects some training and testing image samples and copies them from a main database folder which contains the entire normalized face images (or resizes them to the requested size and then write  to working folder)

JSM_Face_Recognition:          This he main folder where main code resides.

                           Database_Training_Image_MATLAB_Files:   Root Folder for Training Data-set
                                       DataBaseName1:    Name of Dataset-1 working folder. 
	                                          Face_Database: Training Image Samples need to be stored 
                                                                         ImageClass_1
  ImageClass_2

  ImageClass_L

            JSM_data:  During course of training all data is stored here.
						 ImageClass_1	
                                                                                        ImageClass_2
                                                                                        ImageClass_L
                                                    RandomMatrix:   For internal storage of Measurement Matrix.  


     DataBaseName2:    Name of Dataset 2 working folder.


TestSet_Database:          Root Folder for Testing Data-set. 
                                               DataBaseName1:   Has test images for testing. Dataset-1 
    DataBaseName2:   Has test images for testing. Dataset-2 

2. MATLAB Functions and Code for FR 
Table 1: The main functions of FR are listed in the table with functionalities and prerequisites.
	SI 
	Function Name (Important Ones Only)
	Description and Functionality
	Pre-requisites / Comments

	1
	RunFace_Recognition
	The main function that sets up the entire FR system for training, testing etc for a given database.
	Example Code given. One function call is commented - Form_Data_Set_from_CK_Database

This function would have formed the data-set from CK database. Similar functions available for JAFFE and CMU databases, but all these require normalized data-set on hard-disk in your PC. Instead in the FR_Code.zip, some sample data set is already formed.

	1. 
	FaceTraining_mainFunction
	FR main
	Input Options. See Section 2 for details on options.

	2. 
	generate_JSM_Face_data

	Set up data for training. This is required if training is to be performed a-fresh (for say a new data-base or new setting like change in number of images/class etc..)
	Performed when global flag checkJSM_dataGenerated =0
Skipped when
checkJSM_dataGenerated =1

	3. 
	FaceDatabase_Train_Class
	Perform training given the settings in “Options” parameter and store the training features. 
	Ensure that JSM data- is generated prior to training.
ON- when global flag checkJSM_TrainingDone =0
Skipped when
checkJSM_TrainingDone =1

	4. 
	FaceTestClass_Sparsity_Distance
	Perform testing given the settings in “Options” parameter and store the training features.
	Ensure that training is done prior to testing.
ON- when global flag checkJSM_TestingDone =0
Skipped when
checkJSM_TestingDone =1

	5. 
	GetPath_name
	A specific folder structure is maintained. Different folders are created for storing training & testing data set (random samples chosen from the normalized face data-base). During training, first JSM data is generated and then training features are generated. These are stored in specific sub-folders with specific names. This function decides the path, name for storing the items and returns it for storage or retrieval in the calling function. 
	



2. Options Input Argument
Options parameter is an input structure that has all information about the settings, names of databases etc for the FR system. The members of the structure are detailed in the table.
Table 2: Description of the Options Structure for setting up the face recognition system
	SI Num
	Member
	Initialization 
Example
	Functionality

	1.
	M
	Options.M = 10*ones(L,1)
	Number of images per subject i.e., class considered for training. In the example M is initialized for 10 images for all L classes. Ensure that these many are available in the corresponding folder. 

	2.
	L
	Options.L = 13
	Number of subjects i.e., classes considered.

	3.
	SizeImage
	Options.SizeImage = [32 32]
	Size of Image as in the stored folder for training and testing. For 2D algorithm the images need to be square image. 

	4.
	SaveEveryResult
	Options.SaveEveryResult=0
	1=Save intermediate results during testing like estimated test image from training features of all classes, residual, etc,
0= Don’t save intermediate results. However, global results or just classification results are saved in both cases. 

	5.
	TransformBasis
	Options.TransformBasis = ‘DCT’
	Not used currently

	6.
	DataBaseName
	Options.DataBaseName=’folder1’
	Name of the folder which has the data set. In this case folder1 is the folder with in training root folder and testing root folder which has training and testing data-sets respectively. In fact creation of the folder is automatically done through another function call in main function  (see 1 in table)– eg:Form_Data_Set_from_
CK_Database(Opts)
 Creates the folders folder1 (and its subfolders) copies some sample images from CK database for training /testing.  

	7.
	Optimization_Algorithm
	Options.Optimization_Algorithm = ‘GPSR'
	Select the Optimization Algorithm. Supported ones are TV, GPRS l1 and l1-magic for different cases – see code for more information

	8.
	twoDReconstruction
	Options.twoDReconstruction = 1
	Formulate the problem with all signals as 1D or 2D and solve l1 minimization problem accordingly.



