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Synonym:   Multimedia systems, multimedia data management    
Definition: Multimedia Information Systems (MIS)couple data management capabilities 
(effective and efficient methods for  storage, indexing, querying, and retrieval)  with media 
management (media representation, data compression,  standardization,  and transmission) 
 
Multimedia applications require representation and management of non traditional data, 
such as text documents, images, audio and video data, possibly together with traditional 
(e.g. relational or object oriented) data. In particular, in multimedia applications, different 
data types are often coexisting within the same application domain. Hence data 
management systems which are able to treat, in an integrated and  uniform way, 
different  types of data are needed.     
 
Historically, multimedia systems and databases emerged as separate disciplines 
addressing the needs of different application domains. However, as these application 
domains matured over the years, the scientific disciplines also moved closer. For 
instance, on the media management side, although MPEG1, MPEG2, and MPEG4 
standards were primarily focused on video compression and decompression tasks, 
researchers concentrated on the video-content description and indexing issues while 
developing the MPEG7 standard (which is currently in the works)1. On the data 
management side, commercial database management systems that were once primarily 
targeting traditional business applications, are today including media and Web engines 
within their packages. Applications such as digital libraries and dynamic Web content, 
necessitate a common understanding of both of these application domains. As a result,  
since the mid nineties, there has been a flurry of activities in the so called area of 
multimedia information management systems. These activities resulted in many techniques 
useful in extracting various features of media [56, 48] and providing means for 
indexing/querying [57, 80, 81, 82, 47] based on these features.  
 
Multimedia information management systems, by definition, are not dealing with only a 
single media data type, but in fact need to be designed with the semantics and 
requirements of multiple media and modalities in mind.  The heterogeneity of 
integrated-media based systems, such as multimedia document systems, have two main 

                                                 
1 See “Multimedia content description and standards” by Alberto Messina and Maurizio 
Montagnuolo 
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reasons. First, the semantics of the information captured in different media types may be 
different. Consequently, constructing or interpreting a document that uses multiple 
media types is not straightforward. The lack of a predetermined and user-independent 
structure and semantics in many of the richer data types compounds this problem. A 
multimedia system requires intelligent information storage and delivery mechanisms to 
deal with such differences. Since the resource requirements of new media tend to be 
multiple orders larger than text, development of optimal data placement, storage, and 
retrieval techniques for newer media types is crucial for effective utilization of these 
resources. 
 
Rather than being independent, the challenges associated with the semantic and resource 
heterogeneities of media are very much related and dependent on each other.  For 
instance, once they are known, the semantics and structures of media objects can be used 
to develop optimal placement techniques for media components that will minimize the 
resource requirements. On the other hand, optimal retrieval techniques for multimedia 
information can only be developed keeping semantics, structures, and resource 
requirements of media types, media objects, and multi-media documents in mind.  Since 
knowledge about users' needs, preferences, and profiles can help solving the semantic 
heterogeneity by putting the objects and documents within a context and since many of 
the resource-based challenges, such as data placement or buffer allocation, are most of 
the time user-oriented tasks, knowledge about users preferences and profiles can help the 
system tackle both semantic and resource-related challenges. 
 
Multimedia objects are composed of media-objects of different data types, such as video, 
audio, text, and images. Unlike traditional documents, multimedia objects have 
temporal, spatial, and interactive properties. Thus a multimedia information system 
commonly requires two complementary components: (1) a multimedia 
specification/presentation sub-system that enables users to create and view multimedia 
objects, and (2) a storage, retrieval, communication component to maintain multimedia 
objects (as well as  the individual media objects included within them).  
 
Figure 1 depicts the outline of a multimedia information system  (MIS) architecture, 
consisting of four sub-systems: A multimedia authoring system (MAS),  a media sensing 
system (MSS), media processing system (MPS), multimedia communication system 
(MCS),  a multimedia visualization and interaction system (MVIS), a multimedia object 
database (MODB), a profile and context manager (PCM), and a digital rights 
management system (DRMS). 

o MAS is responsible for authoring of multimedia objects. This involves 
describing visual, temporal, spatial, hierarchical, and interactive properties of a 
complex multimedia object.   

o MSS uses environmentally distributed sensing devices to collect multimedia 
data relevant for a given application.  

o MCS communicates media and multimedia objects between the various 
components of a multimedia information system, providing appropriate quality 
of service (QoS)  guarantees. 

o Since row, sensed data is often not directly usable, MPS processes media objects 
for the benefit of the other components. For example, multiple media objects 
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may be fused to obtain a composite object, a media object may be processed to 
adjust its quality, or certain features may be extracted from a multimedia object 
for indexing purposes.   

o MVIS benefits from the user specifications to create presentation schedules 
which maximize the utilization of available resources. It also enables the user to 
interact with the media objects and explore the multimedia information space. It 
performs document and media scaling to match the resource requirements to 
the resource availabilities. It also benefits from document structure, priorities, 
user preferences, and quality/cost trade-offs to develop object prefetching and 
caching strategies for document presentation.  

o MODB is responsible for storage and retrieval of media objects and multimedia 
documents. MODB enables multimedia information to be queried and retrieved, 
efficienty and effectively. For this purpose it maintains appropriate index 
structures to support queries. Since multimedia retrieval is subjective, unlike 
traditional databases, MODB employs fuzzy or probabilistic query processing 
techniques and ranking algorithms to present the query results according to 
their relevance.  

o PCM is responsible for keeping the user, context, and task profiles to improve 
the processing and presentation of multimedia information. 

o DRSM ensures the intellectual property rights of the users who contribute 
multimedia objects into the multimedia information system by providing digital 
signatures and copy detection mechanisms. 

 
In the rest, we describe the above components of a multimedia information system. 
 
1. Multimedia Authoring System (MAS) 
A multimedia information system needs to enable users to create multimedia objects by 
combining individual media objects as well as other multimedia objects. This process can 
be explicit (i.e., due the user provides the individual objects to be used) or declarative 
(the user provides specifications of the objects and the system instantiates the 
appropriate objects in run time)2.  
 
There are various multimedia authoring standards as well as commercial tools available 
for users. Standard Generalized Markup Language (SGML) is an international standard 
(ISO 8879) for describing the structure of documents have been accepted in 1986 [2]. The 
most essential feature of this standard is the separation of document content and 
structure from the presentation of the document. One of the most notable applications of 
the SGML standard is the HyperText Markup Language (HTML), the current standard 
for publishing on the Internet, which dates back 1992. Recently, Extensible Markup 
Language (XML) is developed by W3C Generic SGML Editorial ReviewBoard [3]. XML is 
a subset of SGML, especially suitable for creating interchangeable, structured Web 
documents. 
 

                                                 
2 See “Automatic generation of video documentaries” by Stefano Bocconi 
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The Hypermedia/Time-based Structuring Language (HyTime) is another international 
multimedia standard (ISO 10744) [4], based on SGML. Unlike HTML or its derivatives, 
however, HyTime not only aims to describe the hierarchical and link structures of 
multimedia documents, but it also aims to describe temporal synchronization 
requirements between objects within a document. Synchronized Multimedia Integration 
Language (SMIL), also developed by the W3C [5, 6], provides a language for interactive 
multimedia presentations: authors can describe spatio/temporal properties of objects 
within a multimedia document and associate hyperlinks with them3. MHEG, a standard 
developed by the Multimedia and Hypermedia Experts Group [7], focuses on platform-
independent interchange and presentation of multimedia presentations. The spatio-
temporal relationships between objects and the interaction specifications form the 
structure of a multimedia presentation. Virtual Reality Modeling Language, VRML and 
its successor, X3D, are designed to provide standardized ways to describe interactive 
three dimensional (3D) information for web based applications and has soon evolved 
into the international standard for describing 3D content [8]. 
 
Unlike the above mentioned standards, which aim to describe the content of authored 
documents, MPEG7 (Multimedia Content Description Interface) aims to describe the 
content of captured media objects, such as video, along with authored content. It is a 
follow up to the previous MPEG standards, MPEG1, MPEG2, and MPEG4, which were 
mainly concerned on video compression. 
 
2. Media Sensing System (MSS) 
Media sensing systems range from high-end audio-visual equipment (such as 
microphone arrays, which can localize sources of audio signals in space, motion tracking 
devices, which can track objects in 3D space,  and 3D-scanners which can create a precise 
3D representation of an object) to low-end sensors (such as web-cams). The quality of the 
captured media may also depend on the environmental factors, such as the air quality, 
environmental noise, number of objects in the environment, or the mobility of the objects 
being recorded. Sensing devices can also be categorized as continuous, live devices 
which generate a stream of multimedia objects or as still devices, which takes a single on-
demand recording of the environment. 
 
A particular challenge with environmentally embedded, wireless live media sensing 
devices (such as motes) is that continuously capturing and communicating media to 
processing devices may require significant amount of resources taxing the limited battery 
power of many such devices. This requires media sensing systems to be sufficiently 
intelligent to be able to adapt their capture and communicate rates to their resources and 
criticality of the tasks. 
 
3. Media Processing System (MPS) 
Media processing system operates on the captured media to make it useable within the 
context of an application.   
 

                                                 
3 See“Interactivity in multimedia documents and systems” by Ombretta Gaggi 



Encyclopedia of Multimedia    

 

5 

Media processing includes media transformations, such as sharpening, blurring, rotating  
cutting, resizing, and warping, which transforms a media object without changing its 
type. Other media transformations may take one media as input and return and other 
media as its output. This includes,  analysis operations (such as video shot detection and 
key-frame extraction) and feature extraction operations (including color histogram 
extraction, texture extraction, and object detection and tracking). Media fusion operators 
takes multiple media  as input to create one single output. These include stereoscopic 
depth detection, panaromic image and splice generation through multiple images, and 
media enhancement and super-resolution.Other media processing tasks include lossy or 
lossless compression for efficient meia communication and watermaking for digital 
rights management. 
 
Media processing workflows describe how a media processing task can be performed by 
combining various available operators, such as sensors, filters, fusion operators, 
communication operators, and environmental actuators. A distributed middleware, such 
as ARIA, support deployment of media processing workflows to capture, stream, and 
process various audio, video, and motion data in such sensory/reactive environments4. 
  
4. Multimedia Communication System (MCS) 
Multimedia objects, by their nature,  are large, heterogeneous, and in many cases, 
streaming. Consequently, multimedia communication systems must provide a large 
spectrum of services to support diverse applications, from telephony applications that 
require 10-20Kbits per second to gigabit applications, such as high definition television. 
The heterogeneity of the multimedia data streams necessitate further protection against 
bursts in the data volume. Thus the components and networking protocols  must be able 
to scale to accommodate the heterogeneous volume of communication between the 
various components of multimedia information systems.  
 
Since many multimedia applications require synchronization of streaming data at the 
receiving end, multimedia networks need to provide certain quality of service (QoS) 
guarantees, including low end-to-end latency  limits in the data loss due to network 
bottlenecks or data compression, and protections against large jitter (i.e., variance of 
media transmission delays which may be perceived as the user as quality degradation).  
Thus, multimedia communication protocols need to be more informed about the 
characteristics and requirements  of multimedia applications (including how reductions 
in network QoS  reflect onto the users’ perception of application quality),  as well as the 
current state of the communication network. For example DiffServ (Differentiated 
Services) relies on cooperation of network routers to provide different QoS to different 
applications. The real-time transport protocol (RTP), which provides efficient (low 
network overhead) transport mechanism for streaming media data, such as audio and 
video, captures the payload type and its encoding scheme to inform the network 
components regarding the media data type being transmitted. The real time control 
protocol (RTCP) monitors QoS of RTP streams to inform the receiver and the sender 
regarding the quality of the media communication between each other.  

                                                 
4 See “Streaming multimedia information processing” by K. Selçuk Candan 
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Since streaming multimedia communications require long term commitments from the 
underlying network, resource reservation protocols (such as RSVP) let multimedia 
applications to identify and reserve network resources. Other protocols rely on virtual 
private network (VPN) technologies to ensure protection of the QoS service of ongoing 
multimedia communications.       
 
In many multimedia applications, the same multimedia object is consumed by  multiple 
clients simultaneously. This gives rise to multicasting and broadcasting protocols which 
aim to preserve network resources by reducing redundant communications. While some 
of these protocols, such as IP-Multicast, operates at the network level others are 
implemented at the application level using overlay networks.   
 
Some other multimedia applications (such as sensor network) require collection and 
integration of media streams from multiple sources and their delivery to a single receiver 
(such as a control center or a database). These applications require converge-cast 
protocols  to reduce redundant communications from the sources to the destination. In 
many sensing applications, network nodes may filter and fuse incoming data before 
passing it along to the next node to reduce communication requirements.. 
 
5. Multimedia Visualization and Interaction System (MVIS)  
The multimedia visualization system uses the presentation and media content 
specifications to visualize complex multimedia objects. It locates the media objects to be 
included within the presentation, creates a presentation schedule which does not conflict 
with the available resources, and handles user interaction.  
 
If the specifications include explicit UID of a media object, then the system can make a 
directory lookup to locate it. In case the object is replicated, however, the most suitable, 
in terms of resource requirements and quality, object has to be located with the minimum 
communication between clients and servers. If the user provides a description of the 
media object, on the other hand, the system must identify a set of matching objects and 
choose one or more among them. To locate the matching media objects, the presentation 
system commonly uses the query processing and query refinement services provided by 
the underlying MODB. The challenge is to identify the media and multimedia objects,  
among the set of candidates, that fit into the presentation specifications the best. 
 
Presentation of a temporal multimedia objects requires creation of presentation and 
object retrieval schedules that satisfy the resource limitations. It is the responsibility of 
the scheduler to identify the best way to fetch the media objects to be included in the 
presentation. The scheduler uses flexibilities in the specification, the context,  and the 
user preferences to identify retrieval schedules that fit into the available resources. If the 
presentation specifications are not flexible, then using lesser matching media objects, also 
with less resource requirements, or using lower quality (e.g. lossily compressed) versions 
of the objects in the presentation may be acceptable if these replacements do not cause 
unacceptable visual and semantic degradations. 
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Many of the resources may need to be pre-negotiated between the presentation system 
and the resource brokers to guarantee certain quality of service. Resource negotiator 
performs one-to-many (one client, many resources) and, if there are multiple 
collaborators using the same resources, many-to-many (many clients, many resources) 
negotiations to optimize the collaborative resource utilization.  
 
Users may interact with the multimedia information system in one of three ways: (1) 
change of the presentation parameters (e.g., speed, direction), (2) change of the 
presentation path (e.g., use of hyperlinks), and (3) interaction with the media objects 
within the multimedia presentation (e.g., opening a door in a 3D virtual world). Such 
user interactions may require the update of the presentation specifications. Furthermore, 
the scheduler may need to change the retrieval schedules. On the other hand, many 
multimedia applications require that the presentation is updated in less than 100 
milliseconds to achieve true interactivity. To achieve this goal, the interaction manager  
collaborates with the scheduler, which creates new schedules incrementally, and the 
prefetch/cache manager. 
 
The prefetch/cache manager retrieves multimedia objects that are likely to be viewed by 
the users into the unused resources or prefetch/cache buffers. To identify these objects, it 
uses the multimedia object structure, object priorities, statistics, and the user profiles. 
Since every missed object requires the scheduler to reshape the document or fill the gap 
with a replacement, each object is assigned a miss-penalty depending on how important 
it is for the structure of the document or for the viewer. Also, since each prefetched but 
unused object is a waste of valuable resources, each object is assigned a waste-penalty 
depending on the amount of resources it occupies. Using these penalties, the document 
structure, and the user interaction profiles, the prefetch/cache manager identifies the 
most desirable objects and retrieves them. Also, if an object is likely to be re-referred, the 
prefetch/cache manager maintains the object in the cache buffers for future use. 
 
6. Multimedia Object Database (MODB) 
MODB allows users to query for multimedia objects, multimedia documents, and their 
contents5. Due to the possibly redundant ways to sense the environment, the alternative 
ways to process, filter, and fuse multimedia data, and the subjectivity involved in the 
interpretation of data and query results, multimedia data quality is inherently imprecise. 
Feature extraction algorithms that form the basis of content-based multimedia data 
querying are generally imprecise. For example, high error rate is encountered in motion 
capture data due to the multitude of environmental factors involved, including camera 
and object speed. It is also rare that a multimedia querying system relies on exact object 
matching. Instead, in many cases, multimedia databases leverage similarities between 
features to identify data objects that are similar to the query. Due to the sheer size of the 
data, many systems rely on imperfect clustering and classification algorithms for pruning 
during query processing. Furthermore, in many cases, query formulation methods are 
not able to capture user’s intention perfectly. For example, in Query by Example (QBE), 
which features, feature value ranges, feature combinations, or the similarity notion are to 
be used for processing is left to the system to figure out through feature significance 

                                                 
5 See “Image and Video Information Retrieval” by Antonio Picariello 
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analysis, user preferences, relevance feedback Error! Reference source not found.Error! 
Reference source not found., and/or collaborative filtering Error! Reference source not 
found. techniques, which are largely statistical and probabilistic in nature.  
 
Processing multimedia queries requires assessment of different sources of imprecision 
and merging them into a single value. Traditional databases are not able to deal with 
imprecision since they are based on Boolean logic: predicates treated as propositional 
functions, which return either true or false. Multimedia information systems, on the other 
hand, require data models and query evaluation mechanisms which can take into 
account imprecision in the evaluation of the query criteria. 
 
6.1 Data Representation 
Captured media data is typically non structured or its structure is not known in advance, 
but structures (such as object segments or video sequences) are commonly pre-extracted 
using media processing algorithms.  Authored or synthesized multimedia objects on the 
other hand have explicit authoring structures. Multimedia data models thus need to 
represent the visual features of the data as well as the underlying structures.  
 
In order to associate multimedia data with information about their content, a conceptual 
representation needs to be given for every object. Such conceptual representation consists 
of a set of structured data describing the multimedia data, both in terms of their 
(hierarchical) structure, and of their semantic content. The structured description 
represents a surrogate of the corresponding object, and it is  chosen as a representative of 
it at query/retrieval time. One way to define the surrogate of a multimedia object simply 
consists in providing a set of attributes characterizing the object itself.  Content-based 
attributes (features)  are usually automatically extracted by the system,  and provide 
information about the content of the object they refer to. Examples of such attributes 
include  color histograms, shape/texture descriptors for visual objects, mel-frequency 
cepstral coefficients for audio, term frequencies for text documents.  The set of features 
used for describing the media objects in the database is naturally a function of the media 
type. Colors, textures, and shapes are commonly used to describe images. Time and 
motion are used in video databases. Terms (also referred to as keywords) are often used 
in text retrieval. The features that are selected to represent the objects in a database are 
selected based on three criteria 

o application requirements: some image database applications rely on color matching 
whereas in some other applications, texture is a better feature to represent the 
image content, 

o power of discrimination: since the features will be used during query processing to 
distinguish those objects that are similar to the user’s query from those that are 
different from it, the features that are selected must be able to discriminate the 
objects in the database, 

o human perception: not all features are perceived equivalently by the user. For 
example, some colors are perceived more strongly than the others by the human 
eye [?]. Human eye is also more sensitive to contrast then colors in the image [?]. 

In addition, the query workload (i.e., which features seem to be dominant in user queries) 
and relevance feedback (i.e., which features seem to be relevant to a particular user in a 
particular query) need also be considered.  Many multimedia applications also rely on 
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descriptive attributes (tags) manually associated to the objects to provide descriptions, 
mostly capturing their users’ interpretations of them. These are commonly 
complemented with automated media-annotation and collaborative-filtering schemes 
which propagate available tags onto other non-tagged and non-annotated multimedia 
objects in the system. Ontologies, such as WordNet, also support retrieval of multimedia 
objects based on semantics similarities of the annotations and tags. 
 
6.2 Components of an MODB 
Feature Extractor. Given a media object, the feature extractor will identify which features 
are most significant and will extract these features. The relative importance of those 
features will be used during query processing. 
 
Semantics Extractor. The semantics extractor identifies the real world meanings of media 
objects for semantic indexing  For an image, its semantics may corresponds to the 
meanings and spatial relationships of the entities within the image.  
 
Structure Manager. Temporal, spatial, and interaction structures of complex multimedia 
objects need to be indexed for querying purposes.  
 
Index/Cluster Manager. The extracted features, semantics, and the structures have to be 
indexed for quick reference. An index/cluster manager chooses the best indexing 
mechanism for different features. Quad trees, k-d trees, R-trees are typical index 
structures to index multimedia data that can be modeled as vectors in a space. Edit 
distance algorithms are commonly used to measure differences between media objects 
that can be represented as sequences, graphs, or trees. Suffix-trees are commonly used for 
indexing strings. Hash-based signature files are commonly used for quick and dirty 
lookup. Indexes and clusters may over-prune the space resulting in misses or may return 
false positives. While in general, misses are less acceptable than false-positives, which  
need to be eliminated during post-processing 
 
Query Processor.  Multimedia queries have different characteristics from queries in 
traditional databases. One major difference is the similarity- (or quality-) based query 
processing requirement, as finding exact matches is either undesirable or impossible due 
to imperfections in the media processing functions. Another difference is that some of the 
user defined predicates, such as the media processing functions, may be very costly.  
 
One common characteristic of multimedia information systems is the uncertainty or 
imprecision of the data. The models that can capture the imprecise and statistical nature of 
multimedia data and query processing are fuzzy and probabilistic in nature. Therefore 
multimedia data query evaluation requires fuzzy and probabilistic data and query 
models as well as appropriate query processing mechanisms. Probabilistic models rely 
on the premise that the sources of imprecision in data and query processing are 
inherently statistical and thus they commit onto probabilistic evaluation. Fuzzy models 
are more flexible and allow various different semantics, each applicable under different 
system requirements, to be selected for query evaluation. 
The traditional approach to query optimization is to use database statistics to estimate 
the query execution cost for different execution plans and to choose the cheapest one. In 
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the case of a database for media objects and documents, the expected quality of the 
results is also important. Since different query execution plans may cause results with 
different qualities, the quality statistics must also be taken into consideration. In addition, 
query optimizers must take into account expensive user-defined predicates. In particular, 
multimedia predicates may have different alternative implementations, each with 
drastically different execution costs.  
 
Since media-based queries are mostly similarity-based and user dependent, the results 
have to be ordered accordingly. Furthermore, the visualization and resource 
requirements of the objects may also need to be used for ranking. Since a combination of 
search criteria can be specified simultaneously, the quality results from each criterion 
must be merged to create the final ranking. 
 
Visualization Specification. MODB queries may be accompanied by result visualization 
specifications. Providing specifications for result visualization in multimedia databases 
can be thought as authoring (i.e., complex media object composition). Thus, for 
visualization specification, MODB uses the MVIS services.  
 
Feedback/Query Refinement. To guide the user in the search for a particular piece of 
information, MODB need to provide query verification, feedback, and refinement 
services. Multimedia information retrieval systems face an objective-subjective gaps: 
given a user query  which features of the data are relevant (and how much so) for the 
user’s query may not be known in advance, and  the number of candidate matches in the 
database can be large. These challenges are dealt through relevance feedback. A 
relevance feedback cycle enables the multimedia  information retrieval system to learn 
the user’s interests and focus onto a suitable feature set through a query-driven, 
transparent, and iterative process (Figure 2): (1) Given a query, using the available index 
structures, the IR system (2) identifies an initial set of candidate results. Since the number 
of candidates can be large, the system presents a small number of samples to the user. (3) 
This initial sample and (4) user’s relevance/irrelevance inputs are used for (5) learning 
user’s interests (in terms of relevant features) and this information is used for (6) 
updating the query or the retrieval/ranking scheme. 
 
Based on selectivity and the quality statistics, MODB may also provide users with 
system-feedback, including an estimated number of matching images, strictness of each 
query condition, and alternative query conditions. Users can relax or reformulate queries 
by selecting alternatives. 
 
7.Profile and Context Manager (PCM) 
Since many parameters, such as the semantics of the media objects, significance of 
various features, and tolerance to query execution time, are all user-dependent, PCM 
must maintain profiles. These user profiles include (1) object access profiles for the users 
(to optimize object caching and interaction management tasks), (2) user feature profiles 
(which describe those features that are more significant for a given user), and (3) 
semantics profiles (which describe the context in which a given user is working). In 
addition to the user profiles, PCM must maintain profiles about (4) resources available 
for users, (5) query execution statistics, and (6) content of the database. These profiles, 



Encyclopedia of Multimedia    

 

11

along with the user profiles, media type descriptions, and document and query 
specifications, are used in similarity- and cost- based optimization and feedback creation. 
The profile manager must use a different profiling technique for each type of profile. 
Note however that although they look different, many of these profiles are related. For 
instance, object access profiles can be estimated using the database content, user/feature, 
and user/semantic profiles. Similarly, resource distribution profile can be estimated 
using the object access profiles and the query execution statistics. To reduce the profiling 
cost, to deal with missing profiles in an effective manner, and to check the consistency of 
the existing profiles, PCM needs to allow the reconstruction of the unknown profiles 
from the known ones. 
 
8. Digital Rights Management System (DRMS) 
A major challenge faced in multimedia information systems is digital rights 
management. The fact that a multimedia object can be modified through transformations 
(such as scaling, cutting, or resizing)  to obtain new objects makes it hard for the creator 
of the original object to assert her intellectual property rights and copyrights.  
 
Digital signatures, such as watermarks, are imperceptible modifications made on 
multimedia objects that are hard to remove through common transformations without 
significantly affecting media object quality. Thus, the creator of the media object can 
assert her  ownership by establishing that the media object under dispute contains her 
watermark. 
 
A second approach to digital rights management is duplicate detection. In this approach, 
the original copy of the media object is registered by its owner. Then, a duplicate 
detection algorithm is run (for example over the web) to check whether there is any 
unauthorized copy of this object in a publicly available venue. 
 
See: 
 “ Interactivity in multimedia documents and systems” by Ombretta Gaggi 
 “Image and Video Information Retrieval” by Antonio Picariello 
 “Automatic generation of video documentaries” by Stefano Bocconi 
“Multimedia content description and standards” by Alberto Messina and Maurizio Montagnuolo 
 “Streaming multimedia information processing” by K. Selçuk Candan 
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