Abstract—A machine’s degradation status directly influences the operational performance of the production system, such as productivity and product quality. For example, machines associated with different health states may have different remaining life before failure, thus impacting the system throughput. Therefore, it is critical to analyze the coupling between the overall system performance and the machine degradation to better production decision-making, such as maintenance and product dispatch decisions. In this paper, we propose a novel model to evaluate the production performance of a two-machine-and-one-buffer line, given the real-time machine degradation signals. Specifically, a phase-type distribution-based continuous-time Markov chain model is formulated to estimate the system throughput by utilizing the remaining life prediction from the degradation signals. A case study is provided to demonstrate the applicability and effectiveness of the proposed method.

Note to Practitioners—Machine degradation is commonly observed in many industries, such as automotive, semiconductor, and food production, which gradually deteriorates the machine conditions in different operating processes and affects the production system performance. In practice, sensors are largely deployed on the factory floor to monitor the machine’s operating condition. However, a gap still exists between machine operating conditions and system performance. In this paper, we develop an analytical model to predict the machine remaining lifetime and estimate the system performance of a small scale production system, using the machine degradation signals from sensors. Furthermore, a Bayesian updating scheme is provided, which enables online evaluation by utilizing the real-time signals. Such a method provides an effective tool for production engineers to analyze the real-time system performance, and further conduct system improvements and control.

Index Terms—Machine degradation, Markov chain, performance evaluation, remaining life.

I. INTRODUCTION

MANUFACTURING systems, in general, are highly dynamic and coupled with many operations, machines, robots, and material handling devices, which are subject to status degradation. These machines’ degradation status directly influences the operational performance of the production system, such as productivity and product quality [1]. For example, machines associated with different health states may have different remaining life before failure, thus impacting system throughput [2]. Therefore, it is critical to analyze the coupling between the overall system performance and the machine degradation to ensure better production decision-making, such as system improvement, maintenance, and product dispatch decisions.

Nevertheless, the changing of machine conditions and random disruption events can influence both instant and long-term system performance [2]. Especially as modern manufacturing systems are becoming more and more complex, system performance evaluation based on real-time system information is more difficult while highly demanded in many industries. For example, in the semiconductor manufacturing systems, accurate prediction of production performance in real time is strongly desired. On the one hand, the mismatch of production capacity and customer orders will lead to heavy back orders, which is costly in such high-yield industries. On the other hand, the production system is typically complex, involving multiple types of equipment and up to several hundred processing operations for each wafer, which themselves may deteriorate at different manners. Therefore, how to evaluate the system performance in real time by incorporating the performance of individual machine units is critically important.

In recent years, thanks to the advances in information and communication technology, sensors are largely deployed on the factory floor which provide unprecedented opportunities to machine degradation information and system operation information in real time, such as machine health status and buffer levels [3]. A degradation signal is defined as a quantity computed from sensor information that captures the current state of the machine and provides information on how that condition is likely to evolve in the future [4]. Machines will fail when the degradation signal reaches a predefined threshold. Typically, the real-time machine degradation processes can be captured through degradation signals from installed sensors. This information nowadays is primarily used for understanding equipment-level or unit-level dynamics to facilitate better maintenance decision-making. Although some research has investigated the influence of machine degradation on the production system performance [2], [5], a significant gap still exists between unit-level analysis and system-level performance evaluation, especially on how to
incorporate the real-time degradation signal to better evaluate the system performance.

In this paper, we develop an analytical model to estimate the production performance of a two-machine-and-one-buffer system, given the real-time degradation signals of individual machines. Specifically, a phase-type (PH) distribution-based continuous-time Markov chain model is formulated to estimate the system throughput by utilizing the remaining life prediction from degradation signals. To the best of authors’ knowledge, this is the first work on the production system model utilizing the real-time degradation signals for online remaining life prediction and real-time system performance evaluation. Such a model could provide a powerful tool to effectively estimate the system performance in real time by incorporating the degradation process of individual machines and their interactions in the system level.

The rest of this paper is organized as follows: Section II reviews the related literature; Section III describes the problem and provides model assumptions; Section IV derives machine remaining life distributions (RLDs) and converts those to PH distributions using moment matching; Section V develops modeling procedures and Bayesian updating procedures using real-time information; Section VI provides an illustrative case to demonstrate the effectiveness of the method; and Section VII is dedicated to the conclusions and future work. All proofs and detailed derivations are included in the Appendix.

II. LITERATURE REVIEW

For system-level performance evaluation, earlier research works heavily focus on queuing models to estimate the system long-term performance [6]–[8]. In addition, Markovian analysis is also investigated based on the Bernoulli models, geometric models, multi-state models, and exponential models [9]–[11]. However, the strong requirement on machine RLDs in these models is not widely met in the production practice and thus limits the applicability in the industry, according to the empirical and analytical studies [12], [13]. Furthermore, more complex degradation models, such as multi-stage models and multi-factor models, are developed to mimic machine degradation processes in different situations and applications, such as conducting job scheduling and maintenance activities [14]–[18]. Nevertheless, the transition probabilities in these models are assumed to be static, making it difficult to incorporate real-time degradation information. In recent years, the newly developed analytical models focus on flexible transient analysis with system dynamics in real time [19]–[22]. In these models, the adjustable parameters on machine operations and failures are included so that machine degradation conditions can be updated. Zou et al. [23] developed a model to continuously update machine conditions and evaluate the system performance by analyzing instant system output using sensors. However, these models do not provide clear guidance on how to update the designated parameters using the real-time degradation signals.

On the other hand, the use of real-time sensing information to predict the degrading machine performance are commonly observed in the reliability and prognostics research. The primary focus is to use degradation signals to understand the equipment’s health condition so as to assess its reliability. In the literature, different degradation modeling such as degradation path models [24], random process models [4], and state space models [25] have been developed. There is also research on estimating the degradation signals from a single sensor [4], [26] and multiple sensors [27], [28]. However, such research mainly focuses on individual machines, without further extension to complex manufacturing systems. The closest research related to the problem under investigation in this paper is Hao et al. [29], who develops a degradation model for parallel machines to adjust the workloads. However, such model only considers a single stage of the production system and ignores the complication involved with multiple machines and buffers in the real systems.

To the best of authors’ knowledge, currently, there is no research combining the real-time machine-level degradation signals and the system-level performance analysis. This paper is intended to bridge the gap between the two research areas as reviewed above.

III. PROBLEM DESCRIPTION AND ASSUMPTIONS

An illustration of a two-machine-and-one-buffer system is shown in Fig. 1. We use the circles and the rectangle to represent the machines and the buffer, respectively. The arrows in the graph indicate the flow of working parts within the line. The degradation path for each machine is independent of the other machines. Based on the characteristics of machines, buffers and their interactions, the assumptions are addressed as follows.

1) The two machines in the system are denoted as \( m_1 \) and \( m_2 \). The buffer \( B \) has finite capacity \( N \).

2) The two machines operate independently. The processing time (cycle time) for one part at machine \( k \) is \( t_k \), \( k = 1, 2 \). Similarly, the processing speed (or capacity) for machine \( m_k \) is \( c_k \), where \( c_k = 1/t_k \), \( k = 1, 2 \). It is assumed that the two machines operate in different processing speeds.

3) Machine \( m_2 \) is starved if it is up and the buffer is empty at the beginning of a time slot. Machine \( m_1 \) is never starved.

4) Machine \( m_1 \) is blocked if it is up and the buffer is full at the beginning of a time slot. Machine \( m_2 \) is never blocked.

5) For each machine \( m_k \), the real-time degradation signal \( z_k(t) \) is observable or can be estimated in real time to quantity the machine health condition. Furthermore, we also assume a parametric form on the degradation signal \( z_k(t) = \eta(\beta_k, \epsilon(t)) \). Here, \( \eta(\cdot, \cdot) \) is the parameric
model of the degradation signal; \( \beta_k \) is the degradation rate; and \( \epsilon(t) \) is the noise of the degradation signal.

6) The failure of machine \( m_k \) is assumed to occur when the corresponding degradation signal \( z_k \) first passes a predefined failure threshold \( D_k \). At each time, the remaining life \( R_k \) is defined as the time from now until machine \( m_k \) fails.

7) The repairing time for machine \( m_k \) follows an exponential distribution with parameter \( \mu_k \), \( k = 1, 2 \).

To evaluate the production performance, system throughput, the number of parts produced per unit of time, is considered. The problem to be studied in this paper is the following: given the real-time machine degradation signals, develop an approach to continuously evaluate and predict the long-term production performance of two-machine-and-one-buffer systems.

IV. REMAINING LIFE DISTRIBUTION FOR SINGLE MACHINE

A. Derivation of the Remaining Life Distribution

To model the evolution of the general degradation signal, we focus on the degradation signals following the Brownian motion model [29] for each machine \( k \) in this paper as shown in the following equation:

\[
dz_k(t) = \beta_k dt + dW_k(t), \quad k = 1, 2
\]

where \( W_k(t) \) is a Brownian motion with variance \( \sigma^2_t \).

Given the real-time degradation signal for each machine \( k \), the RLD of machine \( k \) can be estimated based on such model. Using (1), the cumulative distribution function (CDF) of the estimated remaining life \( R_k \) can be obtained by the inverse Gaussian (IG) distribution [30] as follows:

\[
R_k|z_k(t), \beta_k, t \sim IG(\mu_k(t), \lambda_k(t))
\]

where \( IG(\cdot, \cdot) \) represents the CDF of an IG distribution, with \( \mu_k(t) = (D_k - z_k(t))/\beta_k \) and \( \lambda_k(t) = (D_k - z_k(t))^2/\sigma_k^2 \) are the mean parameter and the shape parameter, respectively. Here, the RLD only depends on the most recent degradation signal \( z_k(t) \) and the failure coefficient \( \beta_k \) due to the Markov property of the Brownian motion.

It is worth noting that although the conditional distribution of \( R_k \) has been derived, there is no explicit expression of the unconditional RLD, since the integral of \( \beta_k \) does not yield a closed-form solution. For simplicity, we adopt the same techniques in [29], where the maximum a posteriori point estimator of \( \beta_k \) at time \( t \), denoted by \( \hat{\beta}_k(t) \), is used in estimating the mean parameter as \( \mu_k(t) = (D_k - z_k(t))/\hat{\beta}_k(t) \). Besides, the mean and variance of the IG distribution can be computed analytically, as \( E(R_k) = \mu_k(t), \text{Var}(R_k) = (\mu_k(t))^3/\lambda_k(t) \). Furthermore, the other moments can also be calculated using numerical methods. For other types of degradation signals, the RLD can be similarly derived.

B. Approximation of RLD Using Phase-Type Distributions

Integrating the real-time degradation signal to the system-level modeling is very challenging due to the non-Markovian property of the machine RLD. To address this issue, we propose a new method in this section by estimating the machine RLDs using PH distributions. PH distributions are defined as the time from any of the transient states to the one absorbing state, which connects with the Markovian models [31]. With such transformation, the system performance modeling based on the Markovian model can be thereafter utilized to estimate the system performance. To do this, we will adapt a two-phase PH distribution by introducing two virtual operating states, denoted as state 1 and state 2, and one failure state, denoted as \( F \), for each machine, as shown in Fig. 2.

When machine \( m_k \) fails, it can be recovered either to state 1 or state 2, with probability \( p_l \mu_k \) and \( (1 - p_l) \mu_k \) correspondingly. When the machine is in state 1, it can transfer to state 2 with rate \( \lambda_{k1} \). When the machine is in state 2, it can transfer to state 2 with rate \( \lambda_{k2} \).

Furthermore, in order to find a PH distribution which has the similar behavior as the IG distribution estimated from the real-time degradation signal, we introduce a moment matching approach. The idea is to match the three moments of the IG distribution and the PH distribution, thus determining the three unknown parameters in the PH distribution. The symbolic expression is shown in the following proposition.

**Proposition 1:** Given an IG distribution \( IG(\alpha, \beta) \), a corresponding PH distribution, which has the exact format as shown in Fig. 2, can be generated, with parameters as follows.

1) When \( (\alpha)/(\beta) > 1 \)

\[
p = \frac{6\alpha_k^3 + \sqrt{\kappa_3} - \kappa_2}{\kappa_2 + \sqrt{\kappa_3}}, \quad \lambda_1 = \frac{\kappa_2 + \sqrt{\kappa_3}}{\kappa_3}, \quad \lambda_2 = \frac{\kappa_2 - \sqrt{\kappa_3}}{\kappa_3}
\]

where

\[
\kappa_1 = \frac{\alpha^2 (\alpha - \beta)^3}{\beta}, \quad \kappa_2 = \frac{\alpha^3 (3\alpha^2 - 2\beta^2)}{\beta^2}, \quad \kappa_3 = \frac{\alpha^4 (3\alpha^2 - 2\beta^2)}{\beta^2}, \quad \kappa_4 = \frac{\alpha^6 (9\alpha^4 - 18\alpha^2 \beta + 6\alpha^2 \beta^2 + 6\alpha \beta^3 - 2\beta^4)}{\beta^4}.
\]

2) When \( (\alpha)/(\beta) = 1 \)

\[
p = 0, \quad \lambda_1 = 0, \quad \lambda_2 = 2.
\]

3) When \( (\alpha)/(\beta) < 1 \)

\[
p = \min(1, \frac{\kappa_5 + \sqrt{\kappa_5^2 + \kappa_6}}{\kappa_6}), \quad \lambda_1 = \lambda_2 = \frac{1 + p}{\alpha}
\]
where 
\[ \kappa_5 = \frac{\alpha^2(\beta - \alpha)}{\beta}, \quad \kappa_6 = \frac{\alpha^2(\beta + \alpha)}{\beta}. \] (7)

**Proof:** See the Appendix.

Therefore, we can solve the equations generated by the moment matching, thus constructing the PH distribution for a machine’s remaining life. It is worth noting that the Proposition 1 can be generalized to other RLDs derived from other types of degradation signals as well.

V. **MODELING FOR TWO-MACHINE-ONE-BUFFER SYSTEM**

A. **Two-Machine System Performance Analysis**

Using the derived PH distributions for machines’ remaining life, a continuous-time and mixed-state Markovian model is developed to estimate the system performance. The state space for the system is defined as the combination of machine states \((s_1, s_2, s_1, s_2) \in \{1, 2, F\}\) and the buffer level \(h, h \in [0, N]\), at time \(t\).

To facilitate the derivation, the following notations are introduced.

1) \(X_{s_1s_2}(h, t)\): the probability density that machine \(m_1\) in state \(s_1\) and machine \(m_2\) in state \(s_2\), when the buffer occupancy is at \(h\). The buffer level is \(h \in (0, N]\), at time \(t\).

2) \(Y_{s_1s_2}(N, t)\): the probability density that machine \(m_1\) in state \(s_1\) and machine \(m_2\) in state \(s_2\), when the buffer is full at time \(t\).

3) \(Y_{s_1s_2}(0, t)\): the probability density that machine \(m_1\) in state \(s_1\) and machine \(m_2\) in state \(s_2\), when the buffer is zero at time \(t\).

The dynamic transition equations of the probability density functions \(X_{s_1s_2}(h, t)\) can be obtained through the integral equations. Taking \(X_{11}(\cdot)\) as an example, the probability density function at time \(t + \Delta t\) has a summation format with four components as follows.

1) The system stays in the same state from time \(t\) to \(t + \Delta t\), with probability \(X_{11}(h + (c_2 - c_1) \Delta t, t)e^{-(\lambda_{11} + \lambda_{21})\Delta t}\).
2) Machine \(m_2\) remains in the operating state 1 and machine \(m_1\) turns up from down state at time \(t + \tau\). The probability can be expressed as: 
\[ e^{-\lambda_{21}\Delta t}\int_{0}^{\Delta t} X_{d1}(h + c_2 \Delta t - c_1 (\Delta t - \tau), t)p_1 \mu_1 e^{-\mu_1 \tau} d\tau. \]
3) Machine \(m_1\) remains in the operating state 1 and machine \(m_2\) turns up from down state at time \(t + \tau\). The probability can be expressed as: 
\[ e^{-\lambda_{12}\Delta t}\int_{0}^{\Delta t} X_{d2}(h + c_2 (\Delta t - \tau) - c_1 \Delta t, t)p_2 \mu_2 e^{-\mu_2 \tau} d\tau. \]
4) A miscellaneous term representing the deviation of estimation with order \(O(\Delta t^2)\).

Furthermore, at most one transition could happen within \(\Delta t\) when it is small enough. Therefore

\[ X_{11}(h, t + \Delta t) = X_{11}(h + (c_2 - c_1) \Delta t, t)e^{-(\lambda_{11} + \lambda_{21})\Delta t} + e^{-\lambda_{21}\Delta t}\int_{0}^{\Delta t} X_{d1}(h + c_2 \Delta t - c_1 (\Delta t - \tau), t)p_1 \mu_1 e^{-\mu_1 \tau} d\tau + e^{-\lambda_{12}\Delta t}\int_{0}^{\Delta t} X_{d2}(h + c_2 (\Delta t - \tau) - c_1 \Delta t, t)p_2 \mu_2 e^{-\mu_2 \tau} d\tau + O(\Delta t^2). \] (8)

Following the similar idea, we can express all the other \(X_{s_1s_2}(h, t)\)’s, which are shown in the Appendix.

By simplifying the right-hand side of (8) using Taylor expansion with an accuracy of \(O(\Delta t^2)\), we obtain

\[ \frac{\Delta t}{\Delta t} = -(\lambda_{11} + \lambda_{21})X_{11}(h, t) \]

\[ + (c_2 - c_1) \frac{\partial X_{11}(h, t)}{\partial h} + p_1 \mu_1 X_{d1} + p_2 \mu_2 X_{d2} + O(\Delta t^2). \] (9)

When \(t\) approaches to zero (\(\Delta t \to 0\)), an differential equation can be obtained by taking the limit of \(t\) as

\[ \frac{\partial X_{11}(h, t)}{\partial t} + (c_1 - c_2) \frac{\partial X_{11}(h, t)}{\partial h} = -(\lambda_{11} + \lambda_{21})X_{11}(h, t) \]

\[ + p_1 \mu_1 X_{d1} + p_2 \mu_2 X_{d2}. \] (10)

Furthermore, since the Markov process is irreducible, we can show that the limiting distributions with regards to \(t\) exist. Thus, introducing the following notation:

\[ X_{s_1s_2}(h) = \lim_{t \to \infty} X_{s_1s_2}(h, t). \] (11)

Then, (10) can be transformed into the steady-state equation as shown in the following:

\[ (c_1 - c_2) \frac{\partial X_{11}(h, t)}{\partial h} = -(\lambda_{11} + \lambda_{21})X_{11}(h, t) \]

\[ + p_1 \mu_1 X_{d1} + p_2 \mu_2 X_{d2}. \] (12)

Following the similar idea, all the rest steady-state equations can be obtained for all the remaining system states, as illustrated in the Appendix. Then, a matrix form can be generated to express all the steady-state differential equations, as shown in matrix \(A_1\), shown at the bottom of the next page.

In order to find the steady-state distribution \(X(h)\), the following equation has to be solved:

\[ c \ast X(h)' = A_1 X(h) \] (13)

where

\[ c = \begin{bmatrix} c_1 - c_2 & c_1 - c_2 & c_1 - c_2 \\ c_1 - c_2 & c_1 & -c_2 & -c_2 \end{bmatrix}^T \]

\[ X(h) = \begin{bmatrix} X_{11}(h) & X_{12}(h) & X_{1d1}(h) & X_{21}(h) & X_{22}(h) \\ X_{2d1}(h) & X_{d1}(h) & X_{d2}(h) & X_{d2}(h) \end{bmatrix}^T. \] (14)

The operator \(\ast\) in (13) represents element-wise multiplication of two vectors. The general solution of the differential equation systems has the following format:

\[ X(h) = \sum_{i=1}^{9} k_i v_i e^{\gamma_i h} \] (15)

where \(\gamma_i\) is the eigenvalues, \(v_i\) is the eigenvectors, and \(k_i\) is the constants yet to be determined.

The boundary state transition probabilities can be determined by following the similar idea. For boundary probability...
Similarly, we can simplify these equations and put them into matrix \( A_2 \), shown at the bottom of this page. The values of all entries in \( Y(0) \) can be obtained by solving the matrix equation:

\[
A_2 Y(0) = c_2 \ast X(0)
\]

where

\[
c_2 = \begin{bmatrix} c_1 - c_2 & c_1 - c_2 & c_1 - c_2 \\ c_1 - c_2 & -c_2 & -c_2 & 0 \end{bmatrix}^T
\]

\[
Y(0) = \begin{bmatrix} Y_{11}(0) & Y_{12}(0) & Y_{21}(0) & Y_{22}(0) \\ Y_{1d}(0) & Y_{2d}(0) & Y_{dd}(0) \end{bmatrix}^T
\]

\[
X(0) = \begin{bmatrix} X_{11}(0) & X_{12}(0) & X_{21}(0) & X_{22}(0) \\ X_{d1}(0) & X_{d2}(0) & X_{dd}(0) \end{bmatrix}^T
\]

Similarly, we can get the boundary condition when the buffer is full

\[
Y_{11}(N, t + \Delta t) = Y_{11}(N, t) e^{-\left(\lambda_{11} + \lambda_{21}\right)\Delta t}
\]

\[
+ \int_0^{\Delta t} X_{11}(N - h, t) e^{-\left(\lambda_{11} + \lambda_{21}\right)\Delta t} dh
\]

\[
+ \int_0^{\Delta t} Y_{1d}(N, t) p_2 \mu_2 e^{-\mu_2 t} dt + O(\Delta t^2).
\]

Simplifications for other states when the buffer is full are also shown in the Appendix. Similarly, we can use matrix \( A_3 \), shown at the bottom of this page, to represent the parameters in the equations containing \( Y(N) \).

Therefore, the values of all entries in \( Y(N) \) can be obtained by solving the following matrix equation:

\[
A_3 Y(N) = -c_3 \ast X(N)
\]

where

\[
c_3 = \begin{bmatrix} c_1 - c_2 & c_1 - c_2 & c_1 - c_2 & 0 \end{bmatrix}^T
\]

\[
Y(N) = \begin{bmatrix} Y_{11}(N) & Y_{12}(N) & Y_{1d}(N) & Y_{21}(N) \\ Y_{22}(N) & Y_{2d}(N) & Y_{dd}(N) \end{bmatrix}^T
\]

\[
X(N) = \begin{bmatrix} X_{11}(N) & X_{12}(N) & X_{1d}(N) & X_{21}(N) \\ X_{22}(N) & X_{2d}(N) & X_{dd}(N) \end{bmatrix}^T
\]

Notice that the values in \( X(0) \) and \( X(N) \) are the special solutions in (15) when \( h = 0 \) and \( h = N \), respectively.

In order to find the values of all \( k \)'s in (15), the particular solution of (17) and (20) will be found. First, note that the summation of all the probabilities should be equal to one:

\[
\int_0^N X(h) dh + Y(0) + Y(N) = 1.
\]

Furthermore, in the long run, when the first machine is faster, and both machines are operating, the buffer level cannot always be zero. On the other hand, if the second machine is faster, the buffer level cannot always be full. Therefore, we have the following conditions:

1) If \( c_1 > c_2 \),

\[
Y_{11}(0) = 0, \ Y_{12}(0) = 0, \ Y_{21}(0) = 0, \ Y_{22}(0) = 0.
\]
TABLE I
NUMERICAL RESULTS

<table>
<thead>
<tr>
<th>Case</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$N$</th>
<th>$\overline{PR}$</th>
<th>$PR_{sim}$</th>
<th>$\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.47</td>
<td>0.64</td>
<td>4.58</td>
<td>1.08</td>
<td>1.50</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td>0.42</td>
<td>0.22</td>
<td>4.90</td>
<td>1.03</td>
<td>1.96</td>
<td>0.65</td>
</tr>
<tr>
<td>3</td>
<td>0.29</td>
<td>0.30</td>
<td>6.29</td>
<td>0.76</td>
<td>1.09</td>
<td>1.12</td>
</tr>
<tr>
<td>4</td>
<td>0.97</td>
<td>0.60</td>
<td>4.31</td>
<td>1.18</td>
<td>1.60</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>0.21</td>
<td>0.02</td>
<td>6.54</td>
<td>0.95</td>
<td>1.36</td>
<td>0.28</td>
</tr>
<tr>
<td>6</td>
<td>0.92</td>
<td>0.44</td>
<td>4.12</td>
<td>0.64</td>
<td>1.46</td>
<td>0.77</td>
</tr>
<tr>
<td>7</td>
<td>0.73</td>
<td>0.20</td>
<td>5.59</td>
<td>0.36</td>
<td>1.83</td>
<td>0.65</td>
</tr>
<tr>
<td>8</td>
<td>0.61</td>
<td>0.78</td>
<td>5.34</td>
<td>1.37</td>
<td>1.39</td>
<td>0.37</td>
</tr>
<tr>
<td>9</td>
<td>0.79</td>
<td>0.39</td>
<td>3.33</td>
<td>1.38</td>
<td>1.63</td>
<td>0.72</td>
</tr>
<tr>
<td>10</td>
<td>0.47</td>
<td>0.17</td>
<td>5.88</td>
<td>1.45</td>
<td>0.85</td>
<td>0.58</td>
</tr>
<tr>
<td>11</td>
<td>0.64</td>
<td>0.43</td>
<td>5.04</td>
<td>1.44</td>
<td>1.44</td>
<td>0.44</td>
</tr>
<tr>
<td>12</td>
<td>0.50</td>
<td>0.07</td>
<td>6.71</td>
<td>1.24</td>
<td>1.50</td>
<td>0.42</td>
</tr>
<tr>
<td>13</td>
<td>0.60</td>
<td>0.20</td>
<td>5.07</td>
<td>0.80</td>
<td>1.72</td>
<td>0.64</td>
</tr>
<tr>
<td>14</td>
<td>0.59</td>
<td>0.27</td>
<td>4.53</td>
<td>0.75</td>
<td>1.48</td>
<td>0.58</td>
</tr>
<tr>
<td>15</td>
<td>0.25</td>
<td>0.06</td>
<td>6.31</td>
<td>1.34</td>
<td>1.45</td>
<td>0.62</td>
</tr>
<tr>
<td>16</td>
<td>0.30</td>
<td>0.27</td>
<td>6.11</td>
<td>1.37</td>
<td>1.94</td>
<td>0.53</td>
</tr>
<tr>
<td>17</td>
<td>0.21</td>
<td>0.06</td>
<td>7.03</td>
<td>0.25</td>
<td>1.66</td>
<td>0.44</td>
</tr>
<tr>
<td>18</td>
<td>0.58</td>
<td>0.05</td>
<td>4.28</td>
<td>0.22</td>
<td>1.56</td>
<td>0.76</td>
</tr>
<tr>
<td>19</td>
<td>0.33</td>
<td>0.39</td>
<td>6.93</td>
<td>0.53</td>
<td>1.13</td>
<td>0.51</td>
</tr>
<tr>
<td>20</td>
<td>0.52</td>
<td>0.40</td>
<td>5.00</td>
<td>0.54</td>
<td>1.46</td>
<td>0.54</td>
</tr>
</tbody>
</table>

2) If $c_1 < c_2$

$$Y_{11}(N)=0, Y_{12}(N)=0, Y_{21}(N)=0, Y_{22}(N)=0. \ (24)$$

Following the procedures mentioned above, the steady-state distribution for all the states can be determined, and thus, the system throughput can be determined as follows:

$$TP = c_2 \sum_{s_1 \in \{1,2\}} \sum_{s_2 \in \{1,2\}} \left( \int_0^N (X_{s_1s_2}(h)+X_{ds_2}(h))dh \right) + c_1 Y_{1s_2}(0) + c_2 Y_{s_1s_2}(N). \ (25)$$

The system throughput is calculated by adding up the throughput in all states, which is expressed as the throughput of a given system state times the probability that the system is in the state. In (25), the throughput is expressed with three situations: when the buffer is between 0 and $N$, when the buffer is empty and machine 2 is faster, and when the buffer is full and machine 1 is faster.

B. Bayesian Updating

After the RLD and the system throughput is estimated, we need to perform the real-time update on the machine remaining life $R_k$, $k = 1, 2$ and the system throughput $TP$ with real-time data.

Before updating the online Bayesian, we need to conduct the offline analysis. To do so, we need to collect the degradation signals over the different cycles $i = 1, \ldots, n$ for each machine $k$. We can then estimate the mean and covariance of the degradation coefficient $\beta_k$ based on the $n$ time points as sample mean $\kappa_{k,0} = (1/n) \sum_{i=1}^n \beta_{k,i}$ and sample variance $\tau_{k,0}^2 = (1/n) \sum_{i=1}^n (\beta_{k,i} - \kappa_{k,0})^2$. When collecting the real-time sensing data for machine condition $z_k(t)$, we first know that the increment of the degradation signal follows the Gaussian distribution as $\delta z_k(t) \sim N(\beta_k \delta t, \sigma_k^2 \delta t)$ by the property of Brownian motion. By the Markov property, we know all the non-overlapping incremental of the degradation signals $\delta z_k(1), \ldots, \delta z_k(t)$ are statistical independent. Therefore, the likelihood can be derived as $p(\delta z_k(1), \ldots, \delta z_k(t)| \beta_k) = \prod_{i=1}^t p(\delta z_k(i)| \beta_k)$. Finally, the posterior distribution can be derived as $\beta_k | \delta z_k(t) \sim N(k_k(t), t_k^2)$, with the posterior mean $k_k(t) = (t_k^2 \sum_{i=1}^t \delta z_k(i) + \kappa_{k,0} t_k^2)/(t_k^2 + \sigma_k^2)$ and posterior variance $\tau_k^2(t) = (\sigma_k^2 t_k/\tau_k^2 + \sigma_k^2)$, where the $k_k,0$ and $t_k^2$ are the prior mean and variance, respectively.

C. Validation

In order to evaluate the system performance of the model, simulation experiments have been conducted. The system parameters are randomly generated using the following procedure.

**Procedure 1:**

1) Set up machine capacity $c_k \in (0.5, 2), k = 1, 2$ and buffer level $N \in \{2, 3, 4, 5\}$.

2) Set up machine repair rate $r_k \in (0.2, 1.8), k = 1, 2$.

3) Set up the predefined degradation threshold $D_k = 8, k = 1, 2$.

4) Set up machine degradation level $z_k \in (0.5), k = 1, 2$.

5) Set up degradation rate $\beta_k \in (0, 1)$ and noise standard deviation $\sigma_k \in (0, 1), k = 1, 2$.

All the simulation cases are conducted with 50 replications and 20000 simulation length. The performance measurement adopted is the relative production performance difference between the analytical model and the simulation experiments

$$\Delta = \frac{\overline{PR} - PR_{sim}}{PR_{sim}} \times 100\%$$

where $PR_{sim}$ is the simulation results, and $\overline{PR}$ is the analytical solution to the model. Numerical examples are shown in Table I.
Furthermore, we conduct 500 simulation experiments to test the performance of the analytical comparing to the simulation results. For most of the cases, the $\Delta$-measure is below 1%. For the cases with production rate under 0.7, the average relative difference is below 5%. There are extremely rare cases (under 1% of the total experiments) that the $\Delta$-measure is over 10%. They occur when the degradation level of a machine is very close to the predefined threshold. Under these scenarios, the throughput is very low, i.e., less than 0.2. However, for these cases, the absolute difference between the simulation and the analytical results is within 0.03. These results can show that our method can effectively evaluate the system performance.

VI. CASE STUDY

To demonstrate the effectiveness of the method, a case study is provided to evaluate a two-machine-one-buffer system's performance with real machine degradation signals. To ensure the confidentiality of the data, all the data and parameters introduced below have been modified and are used for illustration purpose only.

The data set we use for the real-time degradation signals includes 21 bearing samples. These degradation signals are calculated from the original vibration signals, captured by an accelerometer, to track the evolution of the vibration level with respect to time [4]. A failure threshold of the degradation signals is set according to the industrial standard [32]. Even though the experiments are conducted on a set of identical thrust ball bearings in an accelerated testing, the time-to-failure for all samples are quite different, ranging from 100 to 300 cycles, with a sampling interval of 2 min per cycle. The differences are mainly due to the sample-to-sample variation and the environmental uncertainty.

The remaining life prediction can be estimated and updated online using the real-time degradation signal. Fig. 3 shows the illustration of the predicted RLD. From Fig. 3, we can observe that, initially, the RLD has a large variance. After observing more degradation signals, the updated remaining life presents a much smaller variance, which shows the power of observing more real-time degradation signals.

Finally, we will discuss the system throughput at different stages of machine health status. Fig. 4 shows the system status at initial stages (e.g., the system operates less than 50 cycles), where both machines are in good operating states, with low degradation level. The average of the remaining time for both machines are large, according to the RLD. Therefore, the system throughput is high. Theoretically, over the long run, the throughput cannot be larger than the minimum capacity in the system, which is known as the bottleneck. In this case, the minimum capacity is 0.9 for machine $m_2$. Since the machine is less likely to fail in short time, the estimated system throughput is very close to the theoretical upper bound 0.9. When machine 2 approaches to the threshold (e.g., shown in Fig. 5 at $t = 95$), the estimated system performance drops.
VII. Conclusion

In this paper, we develop a novel analytical model to evaluate the system performance of a two-machine-and-one-buffer line given real-time machine degradation signals. Specifically, PH distributions are generated to mimic the RLD of each machine, and a continuous time Markovian model is formulated to estimate the system throughput. A case study is included to demonstrate the effectiveness of the proposed method.

In practice, the method can be applied for the system performance monitor, diagnostics, prognostics, and control for a variety of production systems. Practitioners can obtain the real-time evaluations and predictions of the system production performance. This method can provide not only a better understanding of individual machines, such as degradation level and the remaining useful life, but also their impact on the overall production system performance. The results can contribute to the other operational activities, such as production scheduling and maintenance.

Future work can be dedicated to extending such a model to more complicated production systems, such as longer lines or assembly systems. The complicated system dynamics of these systems will expose great challenges to the system modeling and computational efficiency so that sophisticated approximation methods should be pursued. Then, the developed approach can be easily generalized to other types of degradation signals, modeled by stochastic processes other than Brownian motion, to enhance the model’s efficacy in a variety of practical systems. These data from multiple sensors can be incorporated into the model, which can provide additional information and therefore possibly improve the quality of the machine condition assessment. In addition, future research efforts could be dedicated to investigating system improvement and control policies based on real-time data on the factory floor.

A. Proof of Proposition 1

Let \( Y \) denote a random variable, presenting the time staying in the system. Then, the moment generating function of this variable, noted as \( MY(t) \), can be expressed as follows:

\[
MY(t) = \mathbb{E}(e^{ty}) = \int_0^\infty e^{ty} f(y)dy
\]

\[
= p \int_0^\infty e^{ty_1}e^{-\lambda_1 y_1}dy_1 \int_0^\infty \lambda_2 e^{-\lambda_2 y_2}dy_2
\]

\[
+ (1-p) \int_0^\infty e^{ty_2} \lambda_2 e^{-\lambda_2 y_2}dy_2
\]

\[
= p \frac{\lambda_1}{\lambda_1-t} \frac{\lambda_2}{\lambda_2-t} + (1-p) \frac{\lambda_2}{\lambda_2-t}.
\] (26)

Therefore, we can get the three moments of \( Y \) as follows:

\[
m_1 = \frac{dMY(t)}{dt}|_{t=0} = \frac{p}{\lambda_1} + \frac{1}{\lambda_2}
\]

\[
m_2 = \frac{d^2MY(t)}{dt^2}|_{t=0} = \frac{2p}{\lambda_1^2} + \frac{2p}{\lambda_1 \lambda_2} + \frac{2}{\lambda_2^2}
\]

\[
m_3 = \frac{d^3MY(t)}{dt^3}|_{t=0} = \frac{6p}{\lambda_1^3} + \frac{6p}{\lambda_1^2 \lambda_2} + \frac{6p}{\lambda_1 \lambda_2^2} + \frac{6}{\lambda_2^3}.
\] (27)

Let \( \phi_1, \phi_2, \phi_3 \) be the first three moment of the IG distribution \( IG(\alpha, \beta) \). By using the moment generating function of IG distributions, we can find the value of the \( \phi \)'s as follows:

\[
\phi_1 = \alpha
\]

\[
\phi_2 = \frac{a^2(\alpha + \beta)}{\beta}
\]

\[
\phi_3 = \frac{a^3(\beta^2 + 3\beta \alpha + 3\alpha^2)}{\beta^2}.
\] (28)

Therefore, we can solve the equations generated by matching the moments of the IG distribution and the PH distribution, thus determining the three unknown parameters in the PH distribution.

It can be verified that real solutions exist if and only if when \( \alpha \geq \beta \). Specifically, when \( \alpha = \beta \) and \( p = 0 \), the phase-type distribution obtained is an exponential distribution.

When \( \alpha < \beta \), matching three moments is not possible because no feasible solution exists. Rather, we match two moment functions are available for the moment matching. In other words, it is possible to have multiple feasible parameter settings to match an IG distribution into the PH distribution. In this paper, we provide only one special solution to find the parameters in the PH distribution

\[
\kappa_5 = 2m_1^2 - m_2
\]

\[
p = \min(1, \frac{\kappa_5 + \sqrt{\kappa_5^2 + 4m_2}}{m_2})
\]

\[
\lambda_1 = \lambda_2 = \frac{1 + p}{m_1}.
\] (29)

It can be verified that the \( \lambda \) and \( p \) values are feasible for all the situations when \( \alpha < \beta \).

B. Dynamic and Steady-State Equations

Following the similar idea as in (8), we can derive the dynamic equations for all the other \( X_{s1,2}(h,t) \)
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as follows:

\[
X_{12}(h, t + \Delta t) = X_{12}(h) + (c_2 - c_1) \Delta t, t) e^{-(\xi_{11} + \xi_{22}) \Delta t} + e^{-\xi_{22} \Delta t} \int_{0}^{\Delta t} X_{d2}(h + c_2 \Delta t - c_1 \Delta t, t) p_1 \mu_1 e^{-\mu_1 t} d\tau
\]
\[
\times e^{-\mu_1 t} d\tau + e^{-\xi_{11} \Delta t} \int_{0}^{\Delta t} X_{1d}(h + c_2 (\Delta t - t) - c_1 \Delta t, t) e^{-\xi_{22} t} d\tau + O(\Delta t^2)
\]

(30)

\[
X_{21}(h, t + \Delta t) = X_{21}(h) + (c_2 - c_1) \Delta t, t) e^{-(\xi_{12} + \xi_{21}) \Delta t} + e^{-\xi_{11} \Delta t} \int_{0}^{\Delta t} X_{d1}(h + c_2 \Delta t - c_1 \Delta t, t) (1 - p_1)
\]
\[
\times \mu_1 e^{-\mu_1 t} d\tau + e^{-\xi_{11} \Delta t} \int_{0}^{\Delta t} X_{11}(h + (c_2 - c_1) \Delta t, t) \mu_1 e^{-\mu_1 t} d\tau
\]
\[
\times e^{-\mu_1 t} d\tau + e^{-\xi_{12} \Delta t} \int_{0}^{\Delta t} X_{2d}(h - c_1 \Delta t)
\]
\[
+ c_2 (\Delta t - t) - c_1 \Delta t, t) p_2 \mu_2 e^{-\mu_2 t} d\tau + O(\Delta t^2)
\]

(31)

\[
X_{22}(h, t + \Delta t) = X_{22}(h) + (c_2 - c_1) \Delta t, t)
\]
\[
\times e^{-(\xi_{12} + \xi_{21}) \Delta t} + e^{-\xi_{22} \Delta t} \int_{0}^{\Delta t} X_{12}(h + (c_2 - c_1) \Delta t, t)
\]
\[
\times p_1 \mu_1 e^{-\mu_1 t} d\tau + e^{-\xi_{11} \Delta t} \int_{0}^{\Delta t} X_{d2}(h + c_2 \Delta t - c_1 \Delta t)
\]
\[
\times (\Delta t - t) - (1 - p_1) \mu_1 e^{-\mu_1 t} d\tau + e^{-\xi_{12} \Delta t} \int_{0}^{\Delta t} X_{21} d_1
\]
\[
\times (h + c_2 - c_1) \Delta t, t) p_1 \xi_{21} e^{-\xi_{21} t} d\tau + e^{-\xi_{12} \Delta t} \int_{0}^{\Delta t} X_{2d}(h + c_2 \Delta t - c_1 \Delta t, t) d_1
\]
\[
(1 - p_2) \mu_2 e^{-\mu_2 t} d\tau.
\]

(32)

The simplified steady-state dynamic equation, following the idea of (11) and (12), is shown as follows:

\[
(c_1 - c_2) \frac{\partial X_{12}(h)}{\partial h} = -(\lambda_{11} + \lambda_{22}) X_{12}(h) + p_1 \mu_1 X_{d2}(h) + (1 - p_2) \mu_2 X_{1d}(h)
\]

(34)

\[
(c_1 - c_2) \frac{\partial X_{1d}(h)}{\partial h} = -(\lambda_{11} + \mu_2) X_{1d}(h) + p_1 \mu_1 X_{d2}(h) + \lambda_{12} X_{12}(h)
\]

(35)

\[
(c_1 - c_2) \frac{\partial X_{21}(h)}{\partial h} = -(\lambda_{12} + \lambda_{21}) X_{21}(h)
\]
\[
+ \lambda_{11} X_{11}(h) + p_2 \mu_2 X_{2d}(h) + (1 - p_1) \mu_1 X_{d1}(h)
\]

(36)

\[
(c_1 - c_2) \frac{\partial X_{22}(h)}{\partial h} = -(\lambda_{12} + \lambda_{22}) X_{12}(h)
\]
\[
+ \lambda_{11} X_{11}(h) + (1 - p_2) \mu_2 X_{2d}(h) + (1 - p_1) \mu_1 X_{d1}(h)
\]

(37)

\[
(c_1 - c_2) \frac{\partial X_{d2}(h)}{\partial h} = -(\lambda_{12} + \mu_2) X_{12}(h)
\]
\[
+ \lambda_{11} X_{11}(h) + p_2 \mu_2 X_{2d}(h) + (1 - p_1) \mu_1 X_{d1}(h)
\]

(38)

\[
(c_1 - c_2) \frac{\partial X_{d1}(h)}{\partial h} = -(\mu_1 + \lambda_{21}) X_{d1}(h)
\]
\[
+ \lambda_{11} X_{11}(h) + p_2 \mu_2 X_{d2}(h)
\]

(39)

\[
(c_1 - c_2) \frac{\partial X_{d2}(h)}{\partial h} = -(\mu_1 + \lambda_{22}) X_{d2}(h)
\]
\[
+ \lambda_{11} X_{11}(h) + p_2 \mu_2 X_{d2}(h)
\]

(40)

\[
0 = -(\mu_1 + \lambda_{22}) X_{d2}(h) + \lambda_{12} X_{2d}(h) + \lambda_{22} X_{d2}(h)
\]

(41)

The following equations determine the boundary conditions:

\[
Y_{12}(0, t + \Delta t) = Y_{12}(0, t) e^{-(\xi_{11} + \xi_{22}) \Delta t} + \int_{0}^{(c_2 - c_1) \Delta t} X_{12}(h, t) e^{-(\xi_{11} + \xi_{22}) \Delta t} d\tau
\]
\[
+ \int_{0}^{\Delta t} Y_{2d}(0, t) p_1 \mu_1 e^{-\mu_1 t} d\tau + \int_{0}^{\Delta t} Y_{11}(0, t) \lambda_{11} e^{-\lambda_{11} t} d\tau + O(\Delta t^2)
\]

(42)

\[
Y_{1d}(0, t, t) = 0
\]

(43)

\[
Y_{21}(0, t + \Delta t) = Y_{21}(0, t) e^{-(\xi_{12} + \xi_{21}) \Delta t} + \int_{0}^{(c_2 - c_1) \Delta t} X_{21}(h, t) e^{-(\xi_{12} + \xi_{21}) \Delta t} d\tau
\]
\[
+ \int_{0}^{\Delta t} Y_{11}(0, t) \lambda_{11} e^{-\lambda_{11} t} d\tau + \int_{0}^{\Delta t} Y_{2d}(0, t) \lambda_{21} e^{-\lambda_{21} t} d\tau + O(\Delta t^2)
\]
\[
Y_{1d}(0, t) = 0
\]

(44)

\[
Y_{22}(0, t + \Delta t) = Y_{22}(0, t) e^{-(\xi_{12} + \xi_{22}) \Delta t} + \int_{0}^{(c_2 - c_1) \Delta t} X_{22}(h, t) e^{-(\xi_{12} + \xi_{22}) \Delta t} d\tau
\]
\[
+ \int_{0}^{\Delta t} Y_{11}(0, t) \lambda_{11} e^{-\lambda_{11} t} d\tau + \int_{0}^{\Delta t} Y_{2d}(0, t) (1 - p_1) \mu_1 e^{-\mu_1 t} d\tau
\]
\[
+ \int_{0}^{\Delta t} Y_{21}(0, t) \lambda_{21} e^{-\lambda_{21} t} d\tau + O(\Delta t^2)
\]
\[
Y_{2d}(0, t) = 0
\]

(45)

\[
Y_{d1}(0, t + \Delta t) = Y_{d1}(0, t) e^{-(\mu_1 + \xi_{21}) \Delta t} + \int_{0}^{(c_2 \Delta t)} X_{d1}(h, t) e^{-(\mu_1 + \xi_{21}) \Delta t} d\tau
\]
\[
+ \int_{0}^{\Delta t} Y_{12}(0, t) \lambda_{12} e^{-\lambda_{12} t} d\tau + \int_{0}^{\Delta t} Y_{dd}(0, t) \lambda_{22} e^{-\lambda_{22} t} d\tau + O(\Delta t^2)
\]

(46)
\[ Y_{d2}(0, t + \Delta t) = Y_{d2}(0, t)e^{-(\mu_1 + \lambda_{22})\Delta t} \]
\[ + \int_0^{\Delta t} X_{22}(h, t)e^{-(\mu_1 + \lambda_{22})\Delta t} dh \]
\[ + \int_0^{\Delta t} Y_{22}(0, t)\lambda_{12}e^{-\lambda_{12}\tau} d\tau \]
\[ + \int_0^{\Delta t} Y_{d1}(0, t)\lambda_{21}e^{-\lambda_{21}\tau} d\tau \]
\[ + \int_0^{\Delta t} Y_{dd}(0, t)(1-p_2)\mu_2 e^{-\mu_2\tau} d\tau + O(\Delta t^2) \] (48)

\[ Y_{dd}(0, t + \Delta t) = Y_{dd}(0, t)e^{-(\mu_1 + \mu_2)\Delta t} \]
\[ + \int_0^{\Delta t} Y_{d2}(0, t)\lambda_{22}e^{-\lambda_{22}\tau} d\tau + O(\Delta t^2). \] (49)

The simplified steady-state dynamic equation, following the idea of (11) and (12), is shown as follows:

\[ (\lambda_{11} + \lambda_{21})Y_{11}(0) = (c_2 - c_1)X_{11}(0) + p_1 \mu_1 Y_{d1}(0) \]
\[ (\lambda_{11} + \lambda_{22})Y_{12}(0) \]
\[ = (c_2 - c_1)X_{12}(0) + \lambda_{21}Y_{11}(0) + p_1 \mu_1 Y_{d2}(0) \]
\[ + \mu_1 + \lambda_{21}Y_{d1}(0) \]
\[ = -c_1 X_{d1}(0) + \lambda_{12}Y_{21}(0) + p_2 \mu_2 Y_{dd}(0) \]
\[ + \mu_1 + \lambda_{22}Y_{d2}(0) \]
\[ = -c_1 X_{d2}(0) + \lambda_{12}Y_{22}(0) + \lambda_{21}Y_{d1}(0) + (1-p_2)\mu_2 Y_{dd}(0) \]
\[ (\mu_1 + \mu_2)Y_{dd}(0) = \lambda_{22}Y_{d2}(0). \] (50)