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Abstract—Image and video sensors are increasingly being deployed in complex systems due to the rich process information that these sensors can capture. As a result, image data play an important role in process monitoring and control in different application domains such as manufacturing processes, food industries, medical decision-making, and structural health monitoring. Existing process monitoring techniques fail to fully utilize the information of color images due to their complex data characteristics including the high-dimensionality and correlation structure (i.e., temporal, spatial and spectral correlation). This paper proposes a new image-based process monitoring approach that is capable of handling both grayscale and color images. The proposed approach models the high-dimensional structure of the image data with tensors and employs low-rank tensor decomposition techniques to extract important monitoring features monitored using multivariate control charts. In addition, this paper shows the analytical relationships between different low-rank tensor decomposition methods. The performance of the proposed method in quick detection of process changes is evaluated and compared with existing methods through extensive simulations and a case study in a steel tube manufacturing process.

Note to Practitioners—This paper, motivated by the problem of combustion monitoring in steel tube manufacturing, focuses on the development of effective methods for process monitoring based on image data. Existing process monitoring techniques cannot fully utilize the information of color images due to the high-dimensionality and complex correlation structure of such data. This paper addresses this problem by extracting essential monitoring features, while considering the spatial and spectral correlation of color images. This is accomplished by using various low-rank tensor decomposition methods along with multivariate control charts. The proposed approach can lead to a computer-aided online monitoring system for automatic detection of out-of-control situations in a process. Using simulation, the performance of the developed methods is compared under various scenarios. This can provide practitioners with useful guidelines for selecting an appropriate method for image-based process monitoring. In future research, we will study the development of image-based fault diagnosis techniques that can be integrated with the process monitoring approaches proposed in this paper.

Index Terms—Average run length, control charts, image-based quality control, online monitoring, tucker and CP decompositions.
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I. INTRODUCTION

RECENT advancements in online sensing technologies have facilitated process monitoring in both manufacturing and service systems. Among various sensing techniques, image sensors have attracted special attention in process monitoring due to the rich process information provided by these sensors. Image-based process monitoring is being widely used in various applications including manufacturing processes [1], [2], food industries [3], medical decision-making [4], [5], and structural health monitoring [6]. For example, in steel tube manufacturing processes, the quality of combustion depends on the stability of both shape and color of the furnace flame that is controlled by adjusting the amount of the air and gas. Inadequate amounts of these substances results in an irregular shape and color of the flame, which may in turn affect the quality of the produced steel. To maintain the quality of combustion, the condition of the flame is monitored by a video camera. A sample of the flame image in this process is shown in Fig. 1(a). As another example in snack production processes, color images of snacks, shown in Fig. 1(b), are used to monitor the quality of coating concentration [3].

Traditionally, image data were analyzed through human-vision inspection. However, human-vision inspection is often slow and imprecise, which makes it an inefficient approach for monitoring processes with a high production or sampling rate. Consequently, the human-vision inspection was replaced by machine-vision systems, in which image acquisition, image analysis and decision-making are performed by computer systems [7]. In general, machine-vision systems share a common procedure that includes image acquisition, image preprocessing, feature extraction, and monitoring and control [8] (see Fig. 2). In this procedure, first, images are acquired using image sensors and cameras. Then, to prepare images for further analysis, a set of preprocessing methods including noise reduction, image registration, image compression, background separation, contrast enhancement, etc., were performed. Next, a set of monitoring features were extracted from each image, and finally, the extracted features are used to develop a statistical or engineering method for process monitoring and control. Most of the image-based process monitoring methods follow a similar procedure.

Megahed et al. [9] provided a thorough review on image-based process monitoring methods. They categorized these methods into a few groups including multivariate and profile-based techniques, spatial control charts, and multivariate-image-analysis (MIA) control charts. In the first group, multivariate control charts along with a feature extraction
method such as principal component analysis (PCA) and profile modeling were used for process monitoring. For example, Lin et al. [10] used the wavelet-Hoteling $T^2$ control chart and wavelet-PCA approach to detect surface defects in light emitting diode chips using grayscale images. Wang and Tsung [11] modeled the relationship between a sampled image and a baseline by using Q-Q plots and then, used profile-monitoring methods to detect changes in these plots. A major disadvantage of this method is that it ignores the information about pixel locations. The spatial control charts, however, consider the spatial information by using non-overlapping windows that move across an image [12].

Lu and Tsai [13] used the singular value decomposition (SVD) to decompose an image of a liquid crystal display (LCD) panel into a low-rank background texture and sparse spatial defects on the LCD panel. Jiang et al. [14] developed an ANOVA-based technique for monitoring the uniformity of LCD panels and used an exponentially weighted moving average (EWMA) control chart to detect the size and location of defects. The main disadvantage of profile-based and spatial monitoring methods is that these methods are typically applicable to grayscale images and they cannot be directly used for the monitoring of color images. MIA techniques, on the other hand, can handle color images by extracting features from each color channel. Yu and MacGregor [3] used MIA to monitor the coating density of snacks and flame images. Wood et al. [15] and Sbárbaro and Villar [16] utilized MIA to analyze spectroscopic images. Although, MIA can effectively extract color features, it neglects the spatial information of an image [8]. An extension of MIA, called multi-resolution multivariate image analysis (MR-MIA), can extract both color and texture features [17]. However, MR-MIA is not effective when a strong interaction exists between the color and texture.

Low-rank decomposition methods like PCA have been traditionally used for feature extraction and analysis of high-dimensional data such as nonlinear profiles and images, (see, for example, the work by Yeung and Ruzzo [18] and Ye et al. [19]). However, the application of the regular PCA is limited to vectors and matrices, and cannot be applied to color images that are characterized by multidimensional arrays. One approach to overcome this limitation is to unfold the image data to a vector and then, apply regular PCA to unfolded images. For example, a sample of Red, Green, and Blue (RGB)-color images with dimensions of $x \times y \times 3$ could turn into a vector of size $3 \times x \times y \times 1$. Henceforth, this method is referred to as “unfolded-PCA (UPCA).” Although UPCA has been used in various image processing applications (see, for example, Liu and MacGregor [17], Bharati et al. [20]), there are several issues in applying UPCA to color image data. Besides the high computational complexity of UPCA induced by unfolding images, this approach breaks the correlation structure of image data and thus, loses potentially more compact representations that can be obtained in the original form [19]. Low-rank tensor decomposition (LRTD) is an alternative to the UPCA that addresses these deficiencies. A tensor is defined as a multidimensional array. For example, an RGB-color image with dimensions of $x \times y \times 3$ can be viewed as an order-3 tensor. Unlike UPCA, LRTD methods, such as tensor-based PCA directly analyze a tensor without unfolding it into a vector, thus preserving the tensor structure of the original object. The tensor-based PCA was applied to various applications such as face recognition [21], gait classification [22], electroencephalography, functional magnetic resonance imaging analysis [23], and process monitoring. Louwerse and Smilde [24] and Hu and Yuan [25] used tensor-based PCA to monitor batch-to-batch variations. Paynabar et al. [26] used tensor-based PCA along with hierarchical classification to detect and diagnose different fault types in forging processes. Although LRTD techniques have been used in various areas, their applications to image-based process monitoring is yet to be studied. Moreover, LRTD methods have been studied in various fields such as Mathematics and Computer Science. The literature in these areas, in some way, is disconnected and the relationship among LRTD methods developed in each field still remains unclear.
The main objective and contribution of this paper is to develop image-based monitoring methods that effectively utilize the spatial and color information of image data by using LRTD methods. Using extensive simulations, the performance of the proposed image-based monitoring methods is evaluated under various scenarios. This can provide practitioners with useful guidelines for selecting an appropriate method for image-based process monitoring. Furthermore, the connection between various LRTD methods is studied in this paper.

The remainder of this paper is organized as follows. Section II provides an overview of the basic notations and definitions in multilinear algebra. Section III gives a brief overview of different image feature extraction and dimension reduction methods including UPCA, MIA, multilinear PCA (MPCA), Tucker multilinear PCA (UMPCA), and tensor rank-one decomposition (TROD). Section IV studies the relationships of the foregoing methods. In Section V, an image-based monitoring method based on $T^2$ and $Q$ control charts is proposed which utilizes extracted features from different low-rank decomposition methods. In Section VI, an extensive simulation study was performed to evaluate and compare the performance of different feature extraction and monitoring methods based on symmetric and asymmetric images. A real case study of flame monitoring in a steel tube manufacturing process was conducted in Section VII. Finally, Section VIII was devoted to conclusions and future research.

II. BASIC NOTATIONS AND DEFINITIONS IN MULTILINEAR ALGEBRA

In this section, we introduce basic notations, definitions, and operators in multilinear algebra that we used for tensor analysis. Throughout this paper, scalars are denoted by lowercase italic letters, e.g., $x$, vectors by lowercase boldface letters, e.g., $U$, and tensors by calligraphic letters, e.g., $A$. An $N$th-order tensor is represented by $A \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_K}$ and is addressed by $K$ indices $i_k \in \{1, 2, \ldots, I_k\}$, $k = 1, 2, \ldots, K$. $I_k$ represents the dimension of the $k$-mode of $A$, in which a $k$-mode vector is defined as a vector obtained by varying $i_k$, while keeping other indices fixed. The $k$-mode product of a tensor $A$ by a matrix $U \in \mathbb{R}^{I_k \times I_k}$ is defined by $(AX_aU)[i_1, \ldots, i_{k-1}, i_k, i_{k+1}, \ldots, i_N] = A(i_1, \ldots, i_{k-1}, i_k, i_k, i_{k+1}, \ldots, i_N)U(i_k, i_k)$. A rank-one tensor $A$ can be represented by outer products of vectors, i.e., $A = u^{(1)} \circ u^{(2)} \circ \cdots \circ u^{(K)}$, where $u^{(k)}$ is an $I_k$-dimension vector and $\circ$ is the outer product operator. The scalar product of two tensors $A, B \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_K}$ is defined as $\langle A, B \rangle = \sum_{i_1, \ldots, i_K} A(i_1, \ldots, i_K)B(i_1, \ldots, i_K)$ and the Frobenius norm of $A$ is computed by $\|A\|_F = \langle A, A \rangle$. Suppose $A$ is an $m \times n$ matrix and $B$ is a $p \times q$ matrix. Then, the Kronecker product of these matrices, denoted by $A \otimes B$, is the $mn \times pq$ block matrix defined by $A \otimes B = \begin{bmatrix} a_{11}B & \cdots & a_{1q}B \\ \vdots & \ddots & \vdots \\ a_{m1}B & \cdots & a_{mq}B \end{bmatrix}$. The Khatri–Rao product $A \diamond B$ is the matching-column-wise Kronecker product. Given matrices $A \in \mathbb{R}^{p \times r}$ and $B \in \mathbb{R}^{q \times r}$, their Khatri–Rao product denoted by $A \diamond B$ is a $pr \times r$ matrix and defined by $A \diamond B = \begin{bmatrix} a_{11}b_1 & \cdots & a_{1q}b_q \\ \vdots & \ddots & \vdots \\ a_{mr}b_1 & \cdots & a_{mr}b_q \end{bmatrix}$. The k-mode unfold of a tensor $A$ is a matrix represented by $A_{(k)} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_K \times I_k}$. The columns of $A_{(k)}$ are the k-mode vectors of $A$. A visual illustration of 1-mode unfolding and 1-mode vectors of a third-order tensor was shown in Fig. 3.

III. METHODS OF DIMENSION REDUCTION FOR IMAGE DATA

In this section, we review various low-rank decomposition techniques that can be used for image dimension reduction and features extraction. Specifically, UPCA, MPCA, UMPCA, and TROD methods are introduced.

A. Unfold Principal Component Analysis (UPCA)

As mentioned earlier, PCA can only be applied to the matrix-structured data. The UPCA, however, is a generalization of PCA that can be used for dimension reduction in tensor data. Let $X \in \mathbb{R}^{I_1 \times I_2 \times I_3 \times \cdots \times I_N}$ denote a sample of $N$ images, where $I_1$ and $I_2$ are the number of horizontal and vertical image pixels, respectively, and $I_3$ is the number of color channels. For example, $I_3$ is 1 for grayscale and it is 3 for RGB-color images. In the UPCA, the sample of $N$ images $X \in \mathbb{R}^{I_1 \times I_2 \times I_3 \times \cdots \times I_N}$ is turned into an $N \times (I_1I_2I_3)$ matrix by unfolding the tensor along the 4-mode. Then, the PCA algorithm is applied to the unfolded tensor denoted by $X_{(4)}$. Solving the following eigen-decomposition problem gives the loadings matrix of PCA:

$$\frac{1}{N - 1}X_{(4)}^T X_{(4)} = \Omega \Omega^T$$

where $X_{(4)}$ is the centered $X_{(4)}$, i.e., $X_{(4)} = X_{(4)} - \bar{X}_{(4)}$, $\Omega$ is the orthonormal matrix of eigenvectors and $\Omega$ is a diagonal matrix consisting of the eigenvalues of $\{(I_1I_2I_3)X_{(4)}^T X_{(4)}\}$. Consequently, the matrix of PC-scores (PC-features) denoted by $Z$ can be obtained by projecting $X_{(4)}$ into the subspace $\Omega$, where $\Omega$ is an $(I_1I_2I_3) \times p$ matrix comprising $p$ columns of...
matrix $\mathbf{W}$, that is $\mathbf{Z} = \mathbf{X}(4)\mathbf{U}_4^T$. Also, the residual matrix is calculated by $\mathbf{F} = \mathbf{X}(4) - \mathbf{Z}\mathbf{U}_4^T$.

MIA is another form of UPCA that has been widely used for analyzing color images. The main purpose of the MIA is to find a low-rank representation of images in color subspace. Thus, the image sample $\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3 \times N}$ is unfolded along the 3-mode, which is the color channels. Then, the PCA algorithm is applied to the non-centered estimate of the covariance matrix, calculated by $\mathbf{S} = (1/(N-1))\mathbf{X}(3)\mathbf{X}_3^T$. The major deficiency of MIA is that it cannot utilize the spatial information of pixels and thus cannot effectively detect changes in the area and shape of objects.

### B. Multilinear Principal Component Analysis (MPCA)

An alternative approach to UPCA is to use multilinear algebra methods by performing dimension reduction directly on tensors rather than unfolded data. MPCA, introduced by Lu et al. [30], is one of the multilinear dimension reduction techniques applicable to tensor data. The MPCA algorithm for image data is summarized as follows. For a training sample of $N$ in-control images, denoted by $\mathcal{Y}_n \in \mathbb{R}^{I_1 \times I_2 \times I_3}$; $n = 1, \ldots, N$, the MPCA objective is to find a set of orthogonal transformation matrices $\mathcal{U} = \{\mathbf{U}^{(k)}; \mathbf{U}^{(k)} \in \mathbb{R}^{I_1 \times I_3}, \mathbf{U}^{(k)}\mathbf{U}^{(k)T} = \mathbf{I}_{I_3}, I_3 < I_k, k = 1, 2, 3\}$ such that the projected low-dimensional tensor captures the most of variation observed in the original tensor. Let $\mathcal{Z}_n \in \mathbb{R}^{P_1 \times P_2 \times P_3}$ denote the low-dimensional tensor after projection.

The MPCA model is formalized as follows:

$$\{\mathbf{U}^{(k)}; k = 1, 2, 3\} = \arg \max_{\mathbf{U}^{(1)}, \mathbf{U}^{(2)}, \mathbf{U}^{(3)}} \sum_{n=1}^{N} \left\| \mathcal{Z}_n \right\|_{F}^2 \tag{1}$$

where $\mathcal{Z}_n = \tilde{\mathcal{Y}}_n \mathbf{U}^{(1)} \mathbf{U}^{(2)} \mathbf{U}^{(3)}$ and $\tilde{\mathcal{Y}}_n$ is the centered $\mathcal{Y}_n$, i.e., $\tilde{\mathcal{Y}}_n = \mathcal{Y}_n - \bar{\mathcal{Y}}$. If $\mathcal{Y}_n$ is used instead of $\tilde{\mathcal{Y}}_n$ in (1), the method is defined as non-centered MPCA. In this paper, we apply the non-centered MPCA as our feature extraction method.

**Proposition 1:** Let $\mathcal{Z}_n$ denote a centered tensor of a sample of $N$ images. The transformation matrices obtained by the following Tucker decomposition of $\mathcal{Z}_n$ are the same as the solutions to the MPCA model in (1):

$$\{\mathbf{V}^{(k)}; \lambda_k\} = \arg \min_{\lambda_k, \mathbf{V}^{(k)}} \sum_{r=1}^{R} \lambda_k |\mathbf{V}^{(1)}_{r} \circ \mathbf{V}^{(2)}_{r} \circ \mathbf{V}^{(3)}_{r}|^2 \left\|_{F} \right. \tag{2}$$

subject to $\left\| \mathbf{V}^{(k)}_{r} \right\|_{F} = 1$.

The alternative least square algorithm (ALS) [29], [31] can be used to solve the optimization model in (2). More details on CP decomposition can be found in [29].

For a sample of $N$ in-control images, i.e., $\mathcal{Y}_n \in \mathbb{R}^{I_1 \times I_2 \times I_3}$; $n = 1, \ldots, N$, one can use the TROD as follows:

$$\{\mathbf{V}^{(k)}; \lambda_k\}_{n=1}^{N} \sum_{n=1}^{N} \left\| \mathcal{Y}_n - \sum_{r=1}^{R} \lambda_k \mathbf{V}^{(1)}_{r} \circ \mathbf{V}^{(2)}_{r} \circ \mathbf{V}^{(3)}_{r} \right\|_{F}^2 \tag{3}$$

subject to $\left\| \mathbf{V}^{(k)}_{r} \right\|_{F} = 1$.

More details on TROD can be found in [32].

### D. Uncorrelated Multilinear Principal Component Analysis (UMPCA)

The UMPCA was introduced by Lu et al. [33] to overcome the problem of correlated features in MPCA. UMPCA follows the classical PCA derivation of successive variance maximization to enforce the uncorrelated feature [34]. In UMPCA, a number of elementary multilinear projections are solved one by one to maximize the captured variance. To formulate the UMPCA problem, let $\mathcal{Y}_n \in \mathbb{R}^{I_1 \times I_2 \times I_3}$; $n = 1, \ldots, N$ be a training sample, and $z_n(p) = \mathcal{Y}_n \mathbf{u}_p^{(1)} \circ \mathbf{u}_p^{(2)} \circ \mathbf{u}_p^{(3)}$, $p = 1, \ldots, P$, be the $p$th PC-score, which is the projection of the $n$th sample into the $p$th subspace $\{\mathbf{u}_p^{(k)}; k = 1, 2, 3\}$. Denote $g_k(p) = y_k(p)$ as the coordinate of projection into the $p$th coordinate of the $k$th sample. The projection vectors, also known as elementary multilinear projections (EMP) can be computed by

$$\{\mathbf{u}_p^{(k)}; k = 1, 2, 3\} = \arg \max_{\mathbf{u}_p^{(1)}, \mathbf{u}_p^{(2)}, \mathbf{u}_p^{(3)}} \sum_{n=1}^{N} (z_n(p) - \bar{z}_p)^2$$

subject to $\mathbf{u}_p^{(k)} \mathbf{u}_q^{(k)} = 1; p = 1, 2, \ldots, P$ and $\mathbf{u}_p^{(k)} \mathbf{g}_p = 0; p \neq q$. More details on UMPCA can be found in Lu et al. [33].

The UMPCA projects a tensor into orthogonal vectors. However, because of imposing the orthogonality constraint into $y$, the number of PC-features is limited by $P \leq \min \{\min \{\mathcal{I}_n\}, \mathcal{M}\}$. For example, in color images with $\mathcal{I}_3 = 3$, $P = 3$ means that the number of features is limited to three features.

### IV. RELATIONSHIP BETWEEN METHODS

In Section III, we reviewed several existing dimension reduction methods in the literature that can be used for image data. In this section, we study the connection between Tucker and MPCA, and between the TROD and CP through the following two propositions.

**Proposition 1:** Let $\tilde{\mathcal{X}} \in \mathbb{R}^{I_1 \times I_2 \times I_3 \times N}$ denote a centered tensor of a sample of $N$ images. The transformation matrices obtained by the following Tucker decomposition of $\tilde{\mathcal{X}}$ are the same as the solutions to the MPCA model in (1):
where \( \{\mathcal{S}, U^{(k)} : k = 1, 2, 3\} \)
\[
= \arg \min_{\mathcal{S}, U^{(1)}, U^{(2)}, U^{(3)}} \left\| \hat{X} - \mathcal{S} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)} \right\|_F^2 \tag{4}
\]

where \( \mathcal{S} = \hat{X} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)} \).

Proof is given in Appendix A.

Proposition 2: Let \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times I_3 \times N} \) denote a tensor comprising a sample of \( N \) images, i.e., \( \mathcal{X} = \{Y_1, Y_2, \ldots, Y_N\} \). Also, suppose that the CP decomposition of \( \mathcal{X} \) obtained from (2) is represented by \( \lambda = \{\lambda_1^{(n)}, \lambda_2^{(n)}, \ldots, \lambda_R^{(n)}\} \). Then, the solutions to the CP decomposition model in (3) are given by \( \lambda^{(k)} \), where \( \lambda^{(k)} \) is the \( k \)-th element of \( \lambda^{(n)} \).

Proof is given in Appendix A.

The above propositions indicate that the CP and TROD are essentially the same, and one can use the MPCA to solve the Tucker decomposition. Therefore, we exclude the CP and Tucker in subsequent sections.

V. MONITORING METHODS

In this section, we propose a monitoring procedure by integrating the LRTD with control charts. First, we discuss how to define monitoring features for each LRTD method.

A. Monitoring Features for UPCA Model

For a new image \( Y_{\text{new}} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \), the UPCA features and residuals are calculated by \( \xi = \vec{Y}_{\text{new}} \) and \( \epsilon = \vec{Y}_{\text{new}} \mathcal{U}^T \), respectively. Although the UPCA has been extensively used in the analysis of image data, it is not an effective dimension reduction technique for tensor data as it breaks the structure of tensor and has high computational complexity [35].

B. Monitoring Features for MPCA Method

For a new image \( Y_{\text{new}} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \), the feature is calculated by \( \mathcal{Z}_{\text{new}} = \mathcal{Y}_{\text{new}} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)} \) and residuals are obtained by \( \mathcal{E}_{\text{new}} = \mathcal{Y}_{\text{new}} - \mathcal{Z}_{\text{new}} \times_1 U^{(1)} \times_2 U^{(2)} \times_3 U^{(3)} \).

For the purpose of process monitoring, we use \( \vec{c} \) operator to vectorize both \( \mathcal{Z}_{\text{new}} \) and \( \mathcal{E}_{\text{new}} \), and define \( \theta_{\text{new}} = \vec{c}(\mathcal{Z}_{\text{new}}) \) and \( \epsilon_{\text{new}} = \vec{c}(\mathcal{E}_{\text{new}}) \) as monitoring features.

C. Monitoring Features for TROD Method

As can be seen from (3), all images share the same rank one arrays \( \{U^{(k)}\} \), but each image has its own singular value, i.e., \( \lambda^{(n)} = \left(\lambda_1^{(n)}, \lambda_2^{(n)}, \ldots, \lambda_R^{(n)}\right)^T \), which represents differences among images. Thus, as would be shown later, \( \lambda^{(n)} \) values can be used as monitoring features. In order to solve the CP decomposition for multiple samples in (3), the following proposition is used.

In addition, the monitoring features for a new image can be calculated by the following procedure. Suppose \( \{\lambda_1^{(k)}, \lambda_2^{(k)}, \ldots, \lambda_R^{(k)}\} \) are solutions to the CP optimization model in (3), obtained from a training sample \( Y_{\text{new}} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \); \( n = 1, \ldots, N \). The rank-one arrays estimated from the training sample, i.e., \( \{U^{(k)}\} \) are used to calculate the features vector for a new image \( Y_{\text{new}} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \), denoted by \( \lambda^{(\text{new})} = \left(\lambda_1^{(\text{new})}, \lambda_2^{(\text{new})}, \ldots, \lambda_R^{(\text{new})}\right)^T \). The feature vector \( \lambda^{(\text{new})} \) is given by

\[
\lambda^{(\text{new})} = \arg \min_{\lambda} \left\| Y_{\text{new}} - \sum_{r=1}^R \lambda_r \mathbf{v}_r^{(1)^T} \mathbf{v}_r^{(2)^T} \mathbf{v}_r^{(3)^T} \right\|_F^2 \tag{5}
\]

To solve the optimization model in (5), we rewrite it in a vector form by using Khatri–Rao product notation.

\[
\lambda^{(\text{new})} = \arg \min_{\lambda} \left\| \vec{c}(Y_{\text{new}}) - \left(\mathbf{V}_3 \circ \mathbf{V}_2 \circ \mathbf{V}_1^T\right) \lambda \right\|_F^2 \tag{6}
\]

where \( \mathbf{V}_k = \left[\mathbf{v}_1^{(k)}, \mathbf{v}_2^{(k)}, \ldots, \mathbf{v}_R^{(k)}\right] \). The optimization model in (6) has a closed-form solution that can be obtained by \( \lambda = \vec{c}(Y_{\text{new}}) \left(\mathbf{V}_3 \circ \mathbf{V}_2 \circ \mathbf{V}_1^T\right)^{-1} \).

Also, the residual tensor for the new image is calculated by \( \mathcal{E}_{\text{new}} = Y_{\text{new}} - \sum_{r=1}^R \lambda_r \mathbf{v}_r^{(1)^T} \mathbf{v}_r^{(2)^T} \mathbf{v}_r^{(3)^T} \). For TROD, the set of monitoring features is defined as \( \theta_{\text{new}} = \lambda^{(\text{new})} \) and \( \epsilon_{\text{new}} = \vec{c}(\mathcal{E}_{\text{new}}) \).

D. Monitoring Features for UMPCA

Suppose we have a new image \( Y_{\text{new}} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \), the UMPCA features are calculated by

\[
\mathbf{g}(p) = Y_{\text{new}} \times_1 \mathbf{u}_p^{(1)^T} \times_2 \mathbf{u}_p^{(2)^T} \times_3 \mathbf{u}_p^{(3)^T}, \quad p = 1, \ldots, P
\]

where \( \{\mathbf{u}_p^{(k)^T}\} \) is the estimated projection vectors from a training sample. It should be noted that residuals cannot be defined for UMPCA as it is a tensor to vector projection method.

After defining all the features for control chart, any multivariate control charts including Hotelling T^2 control chart, Multivariate Cumulative Sum (MCUSUM), Multivariate Exponentially Weighted Moving Average (MEWMA), etc., can be used to monitor the extracted features. In this paper, we use Hoteling T^2 control chart [36]. Although low-rank features contain most of the image information, there also exists some process information in residuals that is not captured by the low-dimensional features. Consequently, we also monitor the residuals using \( \epsilon \)-charts introduced by Nomikos and MacGregor [37].

In this paper, we focus on the phase II of process monitoring. Thus, it is assumed that a sample of \( N \) images collected from an in-control process is available. First, the in-control samples are used to estimate LRTD models, and compute the control limits of \( T^2 \) and \( Q \) charts. Then, for each new image, the estimated decomposition models are used to extract features and residuals, and plot the monitoring statistics on the constructed T^2 and Q control charts. Let \( \theta_{\text{new}} \) denote the \( W \)-dimension vector of extracted features from a new image. The \( T^2 \) monitoring statistic can be defined as \( T^2 = (\theta_{\text{new}} - \bar{\theta}_T)^T S_T^{-1} (\theta_{\text{new}} - \bar{\theta}_T) \), where \( \bar{T}_T \) and \( S_T \), respectively, are the mean and the covariance matrix of the features estimated by \( N \) in-control samples [36]. Also, let \( \epsilon_{\text{new}} \) denote the vector of residuals of a new image. The \( \epsilon \)-chart monitoring statistics is calculated by \( Q_{\text{new}} = ||\epsilon_{\text{new}}||^2 \). If features and residuals follow...
multivariate normal distributions, then $T^2$ and $Q_{\text{new}}/g$, respectively, follow an $F$ distribution with $W$ and $N - W$ degrees of freedom, and a Chi-square distribution with $h$ degrees of freedom. The parameters $g$ and $h$ can be estimated using the method of moments. Specifically, $g$ and $h$ can be calculated by solving the following set of equations; $E(Q_{\text{new}}) = gh$ and $\text{var}(Q_{\text{new}}) = 2g^2h$ [37]. Consequently, the control limits for $T^2$ and $Q$-charts can be determined by the $(1 - \alpha)100^{th}$ percentiles of the corresponding distributions. However, in some applications, the normality assumption of feature and residual distributions is not valid. In such cases, the empirical distributions of $T^2$ and $Q$ statistics are estimated using the training in-control sample and the $(1 - \alpha)100^{th}$ percentiles obtained from the empirical distributions are defined as control limits.

The number of monitoring features can be determined based on the percentage of total variation explained by the extracted features. In this paper, we select the first $r$ features with the largest variances such that the cumulative proportion of variance explained by these features ($\zeta$) exceeds a specified threshold. For the UPCA, this is calculated by $\zeta = \sum_{i=1}^{r} \omega_i / \text{trace}(\Omega)$, where $\omega_i$ is the $i^{th}$ element of matrix $\Omega$. For the TROD and MPCA, the cumulative proportion of explained variation is given by $\zeta = \sum_{i=1}^{r} \omega_i / \text{trace}(\Omega)$, where $\omega_i$ is the $i^{th}$ element of matrix $\Omega$. For the TROD and MPCA, the cumulative proportion of explained variation is given by $\zeta = \sum_{i=1}^{r} \frac{\lambda_i}{\text{trace}(\Lambda)}$, where $\lambda_i$ is the $i^{th}$ eigenvalue of the corresponding covariance matrix $\Lambda$ for TROD and $\Lambda$ for MPCA.

VI. PERFORMANCE EVALUATION USING SIMULATION STUDY

In this section, we conduct simulations to evaluate and compare the performance of the discussed LRTD techniques in process monitoring. We consider images with symmetric and asymmetric foregrounds and study four different out-of-control scenarios in which the location, area, shape, and color of the image foreground changed. The simulation study was conducted in two stages. In the first stage, 10,000 in-control samples were randomly generated and used to estimate the LRTD model and construct the corresponding baseline control charts. In the second stage, out-of-control samples were generated using the estimated model in the first stage, and were plotted on the corresponding control charts.

A. Case 1. Images With Symmetric Foreground

The in-control samples generated in this simulation study were $60 \times 60 \times 3$ RGB-color images that consist of a red circle on a black background. Three sets of parameters were used to randomly generate the circles. These parameters include a two-dimensional dimensional center location randomly generated from a normal distribution, i.e., $l_{x1}, l_{y1} \sim N(\mu_{x1}, \mu_{y1}, \sigma_{x1}, \sigma_{y1})$, color parameters (RGB numbers) independently generated from normal distributions with mean $c_0 = [100, 20, 15]$ and variances $\sigma_{c_x} = \sigma_{c_y} = 100$, and constant circle radius in horizontal and vertical directions, i.e., $r_{x1} = r_{y1} = 10$. In this simulation, the following four out-of-control scenarios with different change magnitudes were examined:

1) Scenario 1 (Location Change): The mean of the circle center was shifted according to $\mu_{x2} = \mu_{x1} + \delta x$ and $\mu_{y2} = \mu_{y1} + \delta y$.

2) Scenario 2 (Area Change): In this scenario, both vertical and horizontal radius change proportionally to in-control radius, i.e., $r_{x2} = (1 + \delta_3) r_{x1}$ and $r_{y2} = (1 + \delta_3) r_{y1}$. Consequently, the relationship between out-of-control and in-control areas, respectively, denoted by $a_1$ and $a_0$, is given by $a_1 = (1 + \delta_2)^2 a_0$.

3) Scenario 3 (Shape Change): Change in the shape of the circle was created by increasing the $x$ axis radius and decreasing the $y$ axis radius according to $r_{x2} = r_{x1} + (1 + \delta_3) r_{y1}$ and $r_{y2} = r_{y1} - (1 + \delta_3) r_{x1}$. Define the shape index as $s = r_{x2}/r_{y2}$. Consequently, the relationship between in-control and out-of-control shape indices, respectively, denoted by $s_0$ and $s_1$, is given by $s_1 = (1 + \delta_3) s_0$.

4) Scenario 4 (Color Change): The color mean of the circle was changed according to $c_1 = c_0 + \delta \sigma_{c_0}$.

For illustration purposes, a sample of in-control and out-of-control images was shown in Fig. 4.

B. Case 2. Images With Asymmetric Foreground

In the asymmetric case, each in-control RGB image is $60 \times 60 \times 3$ and consists of two overlapped circles (one red and one green) on a black background. Similar to the symmetric case, three sets of parameters are used for generating in-control samples; Center locations, which are $l_{x1}^{(1)}, l_{y1}^{(1)} \sim N(\mu_{x1}, \mu_{y1}, \sigma_{x1}, \sigma_{y1})$, for circle 1 (red circle) and $l_{x2}^{(2)}, l_{y2}^{(2)} \sim N(\mu_{x2}, \mu_{y2}, \sigma_{x2}, \sigma_{y2})$ for circle 2 (green circle), color parameters that were independently generated from normal distributions with means $c_1^{(1)} = [100, 20, 15]$ and variances $\sigma_{c_1^{(1)}} = \sigma_{c_2^{(1)}} = c_0/100$ for circle 1 and means $c_1^{(2)} = [10, 100, 65]$ and variances $\sigma_{c_1^{(2)}} = \sigma_{c_2^{(2)}} = c_0/100$ for circle 2. In this scenario, there were four out of control scenarios discussed in the symmetric case including location, area, shape, and color changes. In each scenario, the same change magnitudes were applied to both circles. A sample of in-control and out-of-control images generated from each scenario was shown in Fig. 5.
In both symmetric and asymmetric cases, and under each change scenario, the out-of-control ARLs associated with different change magnitudes were estimated based on 1000 simulation replications. The standard error of the ARL estimates in the worst case is less than 6.32. Figs. 6 and 7 illustrate the estimated ARL values of different methods for symmetric and asymmetric cases, respectively.

In addition to the LRTD-based feature extraction methods, we also considered another simple benchmark method. In this method, we define $\hat{\theta}_{\text{new}} - \hat{\theta}_{\text{old}}$ in which $\hat{Y}$ is the average of all the in-control samples, and $|.|$ is the $L_2$ norm operator. We then simply constructed a control chart on $\hat{\theta}_{\text{new}}$ as a benchmark.

According to Figs. 6 and 7, all methods are comparable in detecting location changes in both symmetric and asymmetric cases. In the area change, the MPCA outperforms other methods especially in the asymmetric case. It also exhibits the best performance in quick detection of shape and color changes when the image is asymmetric. In the symmetric case, however, the TROD outperforms the MPCA in detecting shape and color changes. Overall, the MPCA and TROD are more effective methods in terms of the quick detection of process changes. This is because these two methods incorporate the tensor structure of images into the dimension reduction model. The UPCA, on the contrary, unfolds an image into a vector, and thus fails to incorporate the spatial information. The performance of UMPCA is limited due to the fact that it cannot extract more than three features, which is not sufficient to capture the variation of images. The simple benchmark method lacks efficient feature selection and treats all image pixels with equal weights. Consequently, it does not perform well in most cases.

The MPCA performs significantly better in the asymmetric case. This is because the interaction between spatial and color information is more significant when the foreground is asymmetric and MPCA can capture more variations when such an interaction exists. On the other hand, in the symmetric case, the TROD has lower ARLs as it decomposes an image to the sum of rank-one tensors with no interactions among eigenvectors. This approximately holds for symmetric foregrounds.
The out-of-control ARLs of the UMPCA exhibit an increasing pattern in some scenarios such as shape and area changes. To explain this counterintuitive pattern, we calculated the mean and standard deviation of $T^2$ values for the UMPCA. The results indicate that when a change occurs, the mean of $T^2$ values increases, while their standard deviation decreases. The magnitude of the mean change is not large enough to lead to an out-of-control signal. Thus, the detection probability decreases and consequently, the out-of-control ARL increases. This is also because of the limited number of UMPCA features that cannot capture sufficient image variations.

The average time spent for online monitoring of 1000 images is also reported in Table I. This includes the time required for feature extraction, and the calculation and comparison of monitoring statistics with control limits. As can be seen from Table I, even for the slowest method (i.e., TROD) it only takes on average 0.03 s to monitor a new image. This indicates that the proposed method is fast enough for real-time monitoring of most manufacturing processes with high production rates.

It is worth noting that the construction of control charts including the estimation of parameters and projection matrices, and determining control limits is an offline procedure and it is done only once before online monitoring.

VII. IMAGE-BASED PROCESS MONITORING IN STEEL TUBE MANUFACTURING

In this section, the methodology discussed in Section V is applied to a case study of image-based process monitoring in steel tube manufacturing. Steel tubes are traditionally produced through the hot charge rolling process. In this process, using reheating furnaces, steel billets are heated up to about 1250 °C, which is suitable for plastic deformation of steel and hence for the rolling mill. After rolling, the two ends of the rolled billet are welded together to produce the tube. A furnace often consists of preheating, heating, and soaking zones. In each zone, a burner is needed to heat up the billet to a target temperature, which depends on the type of the steel. If the combustion of the burner is not controlled well, the change of temperature may affect the final product quality. For example, the overheating of the steel billet will lead to excessive billet grain size or even local melt of the steel billet that will eventually grow into defects in the steel tube. A lower temperature will result in less plastic deformation of the steel billet, and thus, the change in the shape of final products. Therefore, it is imperative to monitor the combustion in steel tube manufacturing processes.

In order to evaluate and compare the effectiveness of the proposed methods in the monitoring of the combustion process, we set up an experiment as follows. First, we let the combustion process run under the normal condition for 10 s in which the amount of air and natural gas were set as 200 m$^3$/h and 13.4 m$^3$/h, respectively. Then, we reduced the amount of air to 150 m$^3$/h and let the process run under this condition for 8 more seconds. During the experiment, a camera was setup to record the flame images at the rate of 20 images per second that resulted in 200 images from the in-control process and 160 images from the out-of-control process. Each image is an RGB-color image with the size of 300 x 700 pixels. Before implementing the image-based control charts, we performed some preprocessing on images. First, the background of images was removed [1] as it was irrelevant to the performance of the process. An example of in-control and out-of-control images after background removal was shown in Fig. 8(a) and (b), respectively. Next, we used the non-overlapping moving average technique with the window size of 5 to reduce image noise as well as between-image correlation. Consequently, the average
Fig. 8. Example of in-control and out-of-control flame images. (a) Example image of flame before change. (b) Example image of flame after change.

Fig. 9. $T^2$ control charts for combustion monitoring.

Fig. 10. $Q$ charts for combustion monitoring.

Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>$T^2$ chart</th>
<th>$Q$ chart</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPCA</td>
<td>8</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>TROD</td>
<td>1</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>UPCA</td>
<td>3</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>UMPCA</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

of every five images became a new image. This reduced the number of samples to 40 in-control and 32 out-of-control images. We tried different window sizes and concluded that larger window sizes would not improve the detection rate of monitoring methods.

After the preprocessing, we used in-control image samples to estimate the model parameters of the UPCA, MPCA, UMPCA, and TROD and extract monitoring features and their corresponding residuals. The empirical estimates of 99.5% of monitoring features and residuals were calculated as the control limits of $T^2$ and $Q$ charts, respectively. Based on these control limits, 3 outliers from 40 in-control images were detected and removed from the sample, and the control limits were updated, accordingly. Finally, the out-of-control samples were plotted on $T^2$ and $Q$ charts for each method. These control charts were shown in Figs. 9 and 10, respectively. Also, the number of out-of-control images detected by each control chart was reported in Table II.

From Table II, both MPCA and TROD outperform UPCA and UMPCA in detecting the out-of-control images. This is in accordance with the simulation results. Furthermore, in all methods except for UMPCA, $T^2$ charts are not as effective as $Q$ charts. This is because the change induced in the process setting did not affect the overall shape and color of the in-control flame. However, the first few principal components used in the $T^2$ chart represent the main variation of images that often corresponds to overall shape/color changes. On the other hand, residuals are plotted on $Q$ charts that capture small changes in shape/color, and thus leading to better detection in this case.

VIII. CONCLUSION

Image data are being increasingly used for monitoring of manufacturing processes. One of the main challenges in analyzing time-ordered image data is the high-dimensionality and complex correlation structure (i.e., temporal, spatial, and spectral correlation) of such data. Thus, effective dimension reduction and low-rank representation of images is essential for better process monitoring. In this paper, we proposed a phase-II image-based process monitoring approach by combining LRTD methods with multivariate control charts. In the proposed approach, first monitoring features were extracted by using LRTD
including UPCA, MPCA, TROD, UMPCA, and then $T^2$ and $Q$
control charts were utilized to monitor the features as well as
residuals. To have a better understanding of the LRTD methods,
we also studied the theoretical relationships between the MPCA
and Tucker decomposition, the TROD and CP decomposition,
and showed that the MPCA and TROD can be solved through
the Tucker and CP decompositions, respectively.

Furthermore, the performance of discussed methods in quick
detection of process changes was assessed and compared using
extensive simulations. The simulation concluded that overall the
MPCA and TROD outperform the UPCA. This is because the
former perform the dimension reduction directly on the tensor
structure, while the latter transforms the tensor to a matrix and
thus, neglecting the tensor structure of images. UMPCA has
the worst performance as the number of features extracted by
this method is limited by the number of color channels. We
also concluded that the MPCA performs well when a strong
interaction between location and color exists, while TROD is
a better choice when such an interaction is not significant. Additional-
ly, to demonstrate how the proposed image-based process
monitoring approach can be applied to real data, a case study of
flame monitoring in a steel tube manufacturing process was con-
ducted. Similar to simulation results, the results of case study
also indicated that the MPCA and TROD outperform other
methods.

Fault diagnosis and root-cause identification is an important
task after a change is detected. Development of image-based
fault diagnosis methods that can be integrated with the process
monitoring is an important, yet challenging research topic that
deserves further study.

**APPENDIX A**

**EQUIVALENCY OF MPCA AND TUCKER DECOMPOSITION**

In order to prove this proposition, we first prove the following
lemmas.

**Lemma 1:** If
\[
\{A^{(1)}, G\} = \arg \min_{A^{(1)}, G} \left\| X - G \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)} \right\|_F^2,
\]
then
\[
G = X \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)},
\]
where $X$ is an order-4 tensor.

This lemma is similar to the relationship of core tensor and
original tensor in Tucker decomposition \cite{27}, \cite{39}. However, here we only optimize the first three modes and
leave the forth mode
\[
\{A^{(1)}, G\} = \arg \min_{A^{(1)}, G} \left\| X - A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)} \right\|_F^2,
\]
\[
= \arg \min_{A^{(1)}, G} \left\| \text{vec}(X) - (A^{(3)} \otimes A^{(2)} \otimes A^{(1)}) \text{vec}(G) \right\|_F^2.
\]

This can be solved by ordinary least square: \(\text{vec}(X) = A^{(1)} \text{vec}(G), A = A^{(2)} \otimes A^{(2)} \otimes A^{(1)},\)
\(A^{(1)} A^{(1)T} = I, A^{(1)} = A^{(2)} A^{(2)T} = A^{(1)} A^{(1)T}\), thus \(\text{vec}(X) = A^{(1)} \text{vec}(G)\).

**Lemma 2:** If \(A^{(1)} A^{(1)T} = I, G = X \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)},\)
then
\[
\left\| X - G \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)} \right\|_F^2 = \left\| \text{vec}(X) - \text{vec}(G) \right\|_F^2.
\]

The lemma and its proof are stated in \cite{39, p. 24, eq. (4.3)}.

**Lemma 3:** If \(\forall n \in \mathbb{R}_{I_1 \times I_2 \times I_3}, n = 1, \ldots, N\) and \(X \in \mathbb{R}_{I_1 \times I_2 \times I_3 \times N}\) is the group of all \(Y_n,\)
then, \(\|X\|_F^2 = \sum_{n=1}^{N} \|Y_n\|_F^2.\)

If we unfold the original tensor \(X\), we have \(\text{vec}(X) =
[\text{vec}(Y_1), \text{vec}(Y_2), \ldots, \text{vec}(Y_n)]^T.\) Thus, \(\|X\|_F^2 = \sum_{n=1}^{N} \|Y_n\|_F^2.\)
The proof of Proposition 1 can be obtained directly from
Lemmas 1 to 3, as shown in the equation at the bottom of this
page.

The last equation is the same optimization criterion as (1).
EQUIVALENCY OF TENSOR RANK ONE DECOMPOSITION FOR MULTIPLE SAMPLES AND CP DECOMPOSITION

The CP decomposition of $\mathcal{X}$ is the same as

$$\min_{\mu, \omega^{[r]}, w_r} \left\| \mathcal{X} - \sum_{r=1}^R \omega_r^{[1]} w_r^{[1]} w_r^{[2]} w_r^{[3]} \right\|_F.$$  

From Lemma 3 in Appendix A

$$\min_{\mu, \omega^{[r]}, w_r} \left\| \mathcal{X} - \sum_{r=1}^R \mu_r w_r^{[1]} w_r^{[2]} w_r^{[3]} \right\|_F$$

= \min_{\mu, \omega^{[r]}, w_r} \left\| \sum_{i=1}^N \left( \sum_{r=1}^R \mu_r w_r^{[4]}(i) \right) w_r^{[1]} w_r^{[2]} w_r^{[3]} \right\|_F.$$

By comparing this with (3), it is easy to show that $w_r^{[k]} = w_r^{[k]}$; $k = 1, 2, 3$, $r = 1, 2, \ldots, R$ and $\lambda_r^{[n]} = \mu_r w_r^{[n]}(n)$.
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