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\section*{1. Introduction}

Profile data are widely used in manufacturing and service systems to evaluate system performance over time or space. Thus, it is important to develop effective methods to monitor profile data and detect their changes. So far, profile monitoring in the statistical process control framework has been extensively studied in the literature. See Noorossana \textit{et al.} (2011) for a detailed literature review. Most of the literature focuses on developing monitoring techniques for a univariate profile. These techniques can generally be divided into two categories, the one based on regressions and the one based on Functional Data Analysis (FDA):

1. For regression-type methods, they assume that profile data are related to some explanatory variables, and a regression model can be used to explain this relation. The regression coefficients can then be used to construct the monitoring scheme. Based on the complexity of the profile data, these methods can be further categorized as parametric regression-based monitoring (Mahmoud and Woodall, 2004; Jensen \textit{et al.}, 2008; Zou \textit{et al.}, 2012) and nonparametric regression-based monitoring (Zou \textit{et al.}, 2008; Qiu \textit{et al.}, 2012).

2. For FDA-based methods, they treat profile data as continuous functions and analyze the functional features by transforming the data into certain feature spaces for feature extraction, such as wavelet transformation (Zhou \textit{et al.}, 2006; Paynabar and Jin, 2011), B-spline approximation (Chang and Yadama, 2010), etc. These extracted features are then used for monitoring purposes.

In addition to these two kinds of methods, dimension reduction techniques are also used for feature extraction and process monitoring, including Principal Component Analysis (PCA) (Yu \textit{et al.}, 2012), and independent component analysis (Ding \textit{et al.}, 2006).

The literature mentioned above only focuses on process monitoring of a univariate profile. However, due to advances in sensing technology, a group of sensors are often installed in a manufacturing system to simultaneously collect profile data of different process variables, from which the collected data are called multi-channel profiles. These multi-channel profile data may have complex correlation structures. We demonstrate this point using a concrete example below.

We analyze signals of 15 sensors from a manufacturing system, and denote them as S1 to S15. These sensors measure different process variables of the system, such as reactor temperatures, pressures, gas flows, electric current, environment setting parameters, etc. The detailed information about the sensor signals will be discussed in Section 5. Figure 1 shows profile data of six selected sensors. We can see that every profile is smooth to some degree. This smoothness indicates that the signals of different time points are autocorrelated. Furthermore, for some...
sensors, they demonstrate strong inter-profile correlations with each other and share similar profile features (such as S6 and S5). It is due to these sensors are measuring physically-related process variables or they are located close to each other. However, for some other sensors, they have quite different features and weak inter-profile correlations (such as S5 and S10). This is due to these sensors being located in different places or measuring different process variables. Consequently, when the number of sensors is large, the chance that all sensors are strongly correlated is quite small. In other words, the features (variation patterns) of each sensor can only be sparsely shared by other sensors (e.g., only S6 and S5 share the same features). In this regard, a
good model should not only be able to describe the inner-profile correlations, but also be able to handle the weak inter-profile correlations of multiple sensors, especially for high-dimensional processes. Another challenge is that if a system change occurs, only a small segment of a few profiles will be influenced. As shown in Figure 1, the six out-of-control (OC) samples deviate from the in-control (IC) ones only in a small time segment of S15 and S12, with respect to a higher slope. This illustrates that in multi-channel profiles, change patterns are generally sparse, and a good monitoring scheme should be capable of detecting them.

In the above example, if we still apply univariate profile monitoring methods to monitor each profile individually and then combine their monitoring results for decision making, we will completely ignore the correlation structure of multi-channel profile data. As a result, these methods are ineffective in detecting changes of the correlation structure of different profiles. In the literature, many studies focus on jointly monitoring multi-channel profiles. In particular, for linear profiles with explanatory variables, Noorossana et al. (2010) proposed a control scheme based on the ordinary least square approach for Phase I monitoring. Zou et al. (2012) constructed a multivariate linear regression model for profiles with the LASSO penalty and used the regression coefficients for Phase II monitoring.

However, as Figure 1 shows, in most cases, multi-channel profiles are nonlinear. Then dimension reduction methods are usually adopted. We summarize some typical ones below. The simplest way is to vectorize all the profiles to a long univariate profile, and then to use the ordinary PCA on the vectorized profile for feature extraction and monitoring. This method is called Vectorized PCA (VPCA), which was first proposed by Nomikos and MacGregor (1995). However, this method sacrifices detection power, as the vectorization ignores the inter-profile correlations of multi-channel profiles. Kim et al. (2006) used the principal curve to extract key features or patterns from multi-channel profiles and monitored the distance between the testing sample and this principal curve. Later, other PCA techniques were introduced to directly use the original tensor representation of multi-channel profiles for monitoring. These techniques usually assume that there exist certain strong correlation structures among multi-channel profiles, and use the tensor decomposition to learn these structures. If the structure assumptions are satisfied, these methods can extract reasonable features more efficiently than VPCA, and consequently better describe the data interrelationship. In particular, Paynabar et al. (2013) proposed to use the Uncorrelated Multi-linear PCA (UMPCA) for fault detection in Phase I. Grasso et al. (2014) introduced the multilinear PCA (MPCA) for Phase II monitoring and compared the results with VPCA. Yan et al. (2015) proposed several Phase II monitoring schemes based on UMPCA, MPCA, VPCA and tensor rank-one decomposition, and compared their performance for image monitoring. Recently, Paynabar et al. (2016) extended the Functional PCA (FPCA) to multi-channels using its proposed Multi-channel Functional PCA (MFPCA), and then constructed a change-point model for Phase I monitoring.

All the PCA-related methods mentioned above have a common limitation in that they assume each profile is a linear combination of all the extracted loadings and the multi-channel profiles are strongly correlated. Usually, this assumption cannot be satisfied. For example, Figure 2 shows the correlation structure among all the selected sensors in the manufacturing process. It can be seen that the sensors are weakly correlated, and strong correlation only exists within several sensor clusters. Therefore, the weakly correlated structure violates the strong correlation assumption of the above PCA methods, which leads to the failure of recovering the correct profile features (PCA loadings) and modeling the multi-channel profiles accurately. As a commonly acknowledged solution, incorporating thresholding or shrinkage techniques can filter out unrelated information and select granular-related features in high-dimensional data analysis. Zou et al. (2006) modified the traditional PCA by enforcing LASSO (elastic net) constraints on the PCA loadings. Similarly, Chen and Lei (2015) revised the FPCA by penalizing the $l_1$-norm of the eigen-functions to find the ones with localized support regions that explained most of the sample variance. Both methods make a trade-off between the sample variance captured by the Principal Components (PCs) and the sparsity of the PCA loadings. In this way, the achieved sparse PCA loadings can extract sparse features, filter out unrelated noise, and achieve easily interpretable results. However, in our cases when different features exist in different profiles, it is not the PCA loadings that are sparse, but the scores. As the above example shows, each feature (PCA loading) may only be shared by a few profiles, indicating that the PCA scores should be regularized.

Furthermore, the methods mentioned above tend to directly monitor all the extracted PCA scores without filtering or selection. When OC changes are sparse, these PCA scores that include IC noise may dilute OC signals and consequently compromise the detection power. With this in mind, thresholding and shrinkage techniques can also be used to smooth the noisy signals of the IC data that do not provide information about the OC state. For example, Jeong et al. (2006) imposed hard thresholding into the Hotelling $T^2$ statistic for univariate profile monitoring. Zou et al. (2012) applied LASSO in linear regression coefficients for multi-channel profile monitoring. Wang et al. (2016) adopted soft thresholding for the $T^2$ statistic constructed by MFPCA for multi-channel profile monitoring. However, these methods only use thresholding or shrinkage from Phase II monitoring perspective.
In summary, a unified methodology is needed to address the challenges from both perspectives, i.e., modeling weakly correlated multi-channel profiles with different features, and monitoring sparse changes. This article is targeted at these two perspectives, with the two-fold contributions as below. First, inspired by the MFPCA of Paynabar et al. (2016) and the sparse PCA of Zou et al. (2006), we propose the Sparse Multi-Channel Functional PCA (SMFPCA) to extract features from multi-channel profiles. Instead of regularizing the sparsity of the PCA loadings (Zou et al., 2006), the proposed SMFPCA adds the LASSO penalty on the scores. In this way, the model allows each profile to be a sparse combination of only some of the extracted loadings (features). Since the nonzero scores of different profiles can be significantly different, profiles are allowed to present different features. In this way, SMFPCA can model the weak inter-profile correlation structure. Furthermore, since the SMFPCA scores with small magnitudes, which represent noise of the IC state, are forced to be zero, the selected nonzero scores are more representative of the variation patterns of the OC state. Consequently, these scores can be used to predict sparse OC changes. Therefore, we design a monitoring scheme by projecting the profile data only to the nonzero scores to exclude IC noise, which is expected to have better detection power for sparse OC changes. Both numerical studies and a real example are presented to illustrate the advantage of the proposed methodology.

The remainder of this article is organized as follows. Section 2 introduces the proposed SMFPCA and its estimation algorithm in detail. Section 3 presents multi-channel profile monitoring scheme based on SMFPCA. Section 4 investigates the performance of the proposed monitoring scheme in detail. Section 5 applies the proposed SMFPCA and the corresponding monitoring scheme to a real-data example. Finally, Section 6 concludes this article with remarks. Some technical details are provided in the online supplement.

2. Methodology development

This section presents the SMFPCA methodology. In Subsection 2.1, we first review the original MFPCA of Paynabar et al. (2016), based on which, we introduce the definition of our proposed SMFPCA. Then in Subsection 2.2, we discuss the estimation algorithm of SMFPCA. We also talk about its tuning parameter selection criterion.

2.1. SMFPCA

In this subsection, we present the proposed SMFPCA in detail. To make the paper self-contained, we first introduce MFPCA proposed by Paynabar et al. (2016).

Assume that we have \( N \) independent and identically distributed multi-channel profile samples \( \{Y_i(t), i = 1, \ldots, N\} (t \in \mathcal{T}) \). Each sample \( Y_i(t) (t \in \mathcal{T}) \) contains \( p \)-channel profiles which are all square integrable random processes, denoted as \( Y_i(t) = [Y_{i1}(t), \ldots, Y_{ip}(t)](t \in \mathcal{T}) \). Without loss of generality, we assume that \( \mathcal{T} = [a, b], -\infty < a < b < \infty \). Define \( \mu_j(t) (t \in \mathcal{T}, j = 1, \ldots, p) \) as the mean (template) profile of the \( j \)-th profile with \( \mu(t) = [\mu_1(t), \ldots, \mu_p(t)] \) \( (t \in \mathcal{T}) \), then we have:

\[
Y_{ij}(t) = \mu_j(t) + \epsilon_{ij}(t), \quad t \in \mathcal{T}; \quad i = 1, \ldots, N; \quad j = 1, \ldots, p,
\]

where \( \epsilon_{ij}(t) \) is the stochastic error with \( \mathbb{E}(\epsilon_{ij}(t)) = 0 \).

In particular, define \( \Gamma(t, s) = \text{Cov}(Y(t), Y(s)) \) and the covariance operator \( (\Gamma f)(t) = \int_a^b f(s)\Gamma(t, s)ds \). Under the assumption that \( \Gamma(t, s) \) is continuous over \( (a, b) \), this operator \( \Gamma \) has orthogonal eigen-functions, \( v_k(t) (t \in \mathcal{T}, k = 1, 2, \ldots) \), with non-increasing eigenvalues \( \lambda_k \), satisfying \( \Gamma v_k = \lambda_k v_k \). Then according to the Karhunen–Loeve expansion, \( Y_i(t) \) is assumed to be represented as

\[
Y_i(t) = \mu(t) + \sum_{k=1}^{\infty} v_k(t)\xi_{ik},
\]

where \( \xi_{ik} \in \mathcal{R}_{p \times 1} \) follows a \( p \)-dimensional distribution with mean \( \mathbf{0} \) and covariance matrix \( \Phi_1 \), and has an explicit representation that \( \xi_{ik} = \int_a^b (Y_i(t) - \mu(t))'v_k(t)dt \).

Generally, the majority of variation in the data is contained in the subspace spanned by the first few eigen-functions (i.e., PCA loadings, features or variation patterns) of Equation (1). Furthermore, in practice, every underlying sample \( Y_i(t) (t \in \mathcal{T}) \) is usually recorded at a grid of points. In particular, here we assume that the grid points are the same for all the samples, and densely and equally spaced at \( \{t_1, 1 \leq l \leq n\} \). Then we may reformulate Equation (1) and get the following rank-\( d \) MFPCA model:

\[
Y_i(t_l) = \mu(t_l) + \sum_{k=1}^{d} v_k(t_l)\xi_{ik} + e_i(t_l), \quad l = 1, \ldots, n.
\]

In Equation (2), \( Y_i, \mu \in \mathcal{R}_{nxp} \), and \( Y_i(t_l) \) and \( \mu(t_l) \) are the \( l \)-th row (grid point) of \( Y_i \) and \( \mu \), respectively; \( v_k \in \mathcal{R}_{nx1} \), and \( v_k(t_l) \) is the \( k \)-th component of \( v_k \); \( e_i(t_l) = [e_{i1}(t_l), \ldots, e_{ip}(t_l)] \in \mathcal{R}_{1 \times p} \), and \( e_i(t_l) \) is independent noise with mean \( \mathbf{0} \) and constant covariance matrix \( \sigma^2 I_{p \times p} \), for \( l = 1, \ldots, n \).

However, the form of Equation (1) shows that every profile is a linear combination of all the \( d \) eigen-functions \( v_k (k = 1, \ldots, d) \), indicating that all the \( p \) profiles share a common set of features and their inter-profile correlations are essentially described by the correlations of \( \xi_{ik} (k = 1, \ldots, d) \). Therefore, this model is only valid when the multi-channel profiles exhibit strong correlations or share similar patterns. However, when the number of profiles \( p \) is large, multi-channel profiles are usually weakly correlated. In other words, data may come from different sources with quite different features. Then for a profile, it is not necessary to have nonzero scores on all the \( d \) features. With this in mind, it is desirable to set \( \xi_{ik} \) to be sparse to force its scores on unrelated eigen-functions to be zero. One intuitive example is when the \( p \) profiles come from \( s \) clusters, which have strong inner-cluster correlations but no inter-cluster correlations (i.e., the profiles in the same cluster have similar features and those in different clusters have different features). Therefore, directly using MFPCA for all the \( p \) profiles will achieve poor PCA loadings, which are contaminated by the mixed features of different clusters together. Consequently, the scores would also lose their meanings for monitoring. However, by adding sparsity on \( \xi_{ik} \), we represent a profile using only a few selected loadings (e.g., the loadings within the same cluster), and therefore force the algorithm to learn features of all the profiles. Consequently, the
algorithm involves all the features of different clusters together in \( v_k(k = 1, \ldots, d) \), but only describes a profile using features that particularly belong to this profile’s cluster. Furthermore, this sparsity also makes the extracted PCA scores easier for interpretation. With this in mind, we add the LASSO penalty on \( \xi_{ik} \) in Equation (1) and come up with SMFPCA as follows:

\[
\min_{\Xi, V} \sum_{i=1}^{N} \left\| Y_i - \mu - V \Xi_i \right\|_F^2 + \rho \sum_{k=1}^{d} \sum_{i=1}^{N} \left| \xi_{ik} \right|_1, \tag{3}
\]

subject to \( V'V = I_{d \times d} \),

where \( V = [v_1, \ldots, v_d] \), \( \Xi_i = [\xi_{i1}, \ldots, \xi_{id}] \), and \( \rho \) is the tuning parameter on \( \xi_{ik} \). \( V'V \) is the Frobenius norm of the matrix. It should be noted that here we set the same tuning parameter \( \rho \) for all the scores. However, in practice, like the traditional PCA, the magnitude of the first SMFPCA score is bigger than that of the \( d^{th} \) SMFPCA score, if \( d_1 < d_2 \). Therefore, it seems that \( \rho_{d_1} \) should be larger than \( \rho_{d_2} \). However, this leads to a large number of regularity parameters to be tuned, which may be computational intractable in practice. Furthermore, from another perspective, it is still reasonable to set a constant \( \rho \) for all the scores, with the purpose of penalizing higher-order SMFPCA scores to a greater extent. This is because the low-order SMFPCA loadings contribute more to the data variation explanation, and can be regarded as being more important than the high-order loadings. By penalizing high-order PCs more, we will focus more on low-order PCs.

It should be noted that Equation (3) is different from several SPPCA methods in Zou et al. (2006), Allen (2013), and Chen and Lei (2015), where it is the PCA loadings, instead of the scores, that are assumed to be sparse. Their sparsity is built on some prior information, which, however, does not always hold. Instead, our method is inspired by some other commonly used sparse dictionary learning methods (such as sparse coding (Lee et al., 2007) and sparse representation (Wright et al., 2009)), which aim to represent input data as linear combinations of basis elements and typically want to use as few elements as possible for every input.

### 2.2. Estimation of SMFPCA parameters

This section proposes an estimation algorithm for \( V \) and \( \Xi_i \), \( i = 1, \ldots, N \), to minimize the SMFPCA objective function of Equation (3). More specifically, we apply the Block Coordinate Descent (BCD) algorithm to update \( V \) and \( \Xi_i \), \( i = 1, \ldots, N \) iteratively until convergence. This algorithm can be decomposed into the following two subproblems:

1. Estimate \( \hat{\Xi}_i \) given \( V \): For each sample \( i \), we have:

\[
\hat{\Xi}_i = \arg \min_{\Xi_i} \left\| Y_i - \mu - V \Xi_i \right\|_F^2 + \rho \sum_{k=1}^{d} \sum_{i=1}^{N} \left| \xi_{ik} \right|_1. \tag{4}
\]

Let \( Z_i = V' (Y_i - \mu) \in \mathbb{R}_{d \times p} \). Then with trivial derivation, Equation (4) can be rewritten as the exact form of the LASSO problem with the soft thresholding solution as

\[
\hat{\xi}_{ij} = \text{sgn}(Z_{ijk}) (|Z_{ijk}| - \rho)^+. \tag{5}
\]

In Equation (5), \( Z_{ijk} \) is the \( (j, k) \) component of matrix \( Z_i \); \( \hat{\xi}_{ijk} \) is the \( (j, k) \) component of matrix \( \hat{\Xi}_i \).

2. Estimate \( V \) given \( \hat{\Xi}_i \): If \( \Xi_i \) \( i = 1, \ldots, N \) are fixed, we can ignore the penalty part since it only depends on \( \Xi_i \), \( i = 1, \ldots, N \). We only try to minimize

\[
\sum_{i=1}^{N} \left\| Y_i - \mu - V \Xi_i \right\|_F^2 = \left\| X - V \Psi \right\|_F^2
\]

in terms of \( V \), subject to \( V'V = I_{d \times d} \), with \( X = [Y_1 - \mu, \ldots, Y_N - \mu] \) and \( \Psi = [\Xi_1, \ldots, \Xi_N]' \). According to the reduced rank form of the Procrustes rotation in Theorem 4 of Zou et al. (2006), we can get the solution by computing the singular value decomposition of \( X \Psi \) as \( X \Psi = UD \Psi \), and setting \( V = U \Psi \).

### Proposition 1

The BCD algorithm converges to a stationary point of Equation (3).

**Proof.** The convergence of the BCD algorithm can be actually implied by the monotonic decrease of the cost function of Equation (3) during the iterations of the algorithm. In specific, in each iteration of the algorithm, step 1 and step 2 optimize the column vector \( v_k(k = 1, \ldots, d) \) of \( V \) if \( \xi_{ik}(k = 1, \ldots, d) \) of \( \Xi_i \), with all of the others fixed, respectively. Since the objective function of Equation (3) is evidently lower bounded \( (>0) \), the algorithm is guaranteed to be convergent. To evaluate where the algorithm converges, we can define the objective function of Equation (3) as \( f(V, \Xi_1, \ldots, \Xi_N) \). We can easily see that \( f(V, \Xi_1, \ldots, \Xi_N) \) has an unique minimum in \( V \) and \( \Xi_i \), \( i = 1, \ldots, N \) with the others fixed. Then according to Theorem 4.1 of Tseng (2001), the estimated sequence generated by the BCD method converges to a stationary point of \( f(\cdot) \).

In this way, we can iterate these two steps until convergence to get the estimate of \( \Xi_i \), \( i = 1, \ldots, N \) and \( V \). Furthermore, when \( \mu \) is unknown in practice, we can substitute \( \mu \) by its estimate \( \hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} Y_i / N \).

In the model, the tuning parameter \( \rho \) is used to control the sparsity of \( \hat{\xi}_{ik}(k = 1, \ldots, d) \), and can be derived based on the model selection criteria of LASSO. In particular, here we adopt the Bayesian Information Criterion (BIC) and propose an iterative selection method that updates the tuning parameter in each
iteration of Equation (4). In every iteration for the updated \( V \), we select \( \rho^* \) by

\[
\rho^* = \min_{\rho} \sum_{i=1}^{N} ||Y_i - \mu - V \hat{\Psi}^\rho \|_F^2 + \log(n)\sigma^2 \sum_{i=1}^{d} \sum_{k=1}^{N} ||\xi_{ik}||_0, \tag{6}
\]

where \( \hat{\Psi}^\rho(i, 1, \ldots, N) \) are estimated based on Equation (5) given the current \( \rho \) and \( V \). \( \sigma^2 \) is the estimated variance of \( \xi \), based on the full model with \( \rho = 0 \), and \( || \cdot ||_0 \) is the number of nonzero components in the vector. Algorithm 1 summarizes the estimation algorithm of SMFPCA outlined above. From many empirical studies, we can guarantee Algorithm 1 with the embedded BIC is still convergent, though its convergence rate is a bit slower than the BCD algorithm without BIC.

**Algorithm 1 Estimation of SMFPCA**

1. Initialization: Set \( \hat{V}^{(0)} \) as the first \( d \) loadings of the ordinary PCA based on \( X \). \( \hat{\Psi}^{(0)} = [\hat{\Psi}_1^{(0)}, \ldots, \hat{\Psi}_N^{(0)}] \) are the corresponding PCA scores.
2. Set \( k = 1 \). Estimate \( \hat{\Psi}^{(k)} = [\hat{\Psi}_1^{(k)}, \ldots, \hat{\Psi}_N^{(k)}] \) according to (5) with \( V = \hat{V}^{(k-1)} \).
3. Compute the SVD of \( X \hat{\Psi}^{(k)} = U \Sigma W \), and then update \( \hat{V}^{(k)} = U W \).
4. Select \( \rho^* \) based on the BIC of (6) with \( V = \hat{V}^{(k)} \).
5. If \( ||\hat{\Psi}^{(k)} - \hat{\Psi}^{(k-1)}||_F^2 < \epsilon \) and \( ||V^{(k)} - \hat{V}^{(k-1)}||_F^2 < \epsilon \), where \( \epsilon \) is the tolerance precision, terminate the iteration; Otherwise go back to Step 2.

3. **Phase II multi-channel profile monitoring**

In this section, we construct a Phase II monitoring scheme for multi-channel profiles based on SMFPCA. Without loss of generality, we assume that the IC template profile \( \mu_0 = 0 \). Suppose the SMFPCA loadings \( V_0 \) have been estimated using \( m_0 \) reference samples \( \{Y_{m_0+1}, \ldots, Y_0\} \) with the corresponding scores \( \{Z_{m_0+1}, \ldots, Z_0\} \) in the Phase I analysis. Then for the \( i \)th on-line testing data \( Y_i \), we project it to \( V_0 \), i.e., \( Z_i = V_0^T Y_i \), and get its PCA scores \( Z_i \) according to Equation (5).

Since \( Z_i \) is the linear transform of \( Y_i \), \( Z_i \) directly reflects the change of \( Y_i \). With this in mind, we can equivalently transform monitoring the mean of \( Y_i \) into monitoring the mean of \( Z_i \). In particular, we assume that every row of \( Z_i \), i.e., \( z_{ik} \), for \( k = 1, \ldots, d \), follows a \( p \)-dimensional multivariate normal distribution with mean \( \mu_k \) and covariance matrix \( \Sigma_k \). Then we formulate the sequential monitoring problem as a conventional change-point model where the mean shift occurs since sample \( \tau + 1 \), that is

\[
\begin{cases}
\mu_k = \mu_k^0, & \text{for } i = 1, \ldots, \tau, \\
\mu_k = \mu_k^1, & \text{for } i = \tau + 1, \ldots,
\end{cases}
\]

with \( \mu_k^1 \neq \mu_k^0 \). Without loss of generality, we assume \( \mu_k^0 = 0 \) for \( k = 1, \ldots, d \). As mentioned earlier, in a high-dimensional case, the probability that all features or channels change simultaneously is rather low. Instead, as mentioned in Wang and Jang (2009) and Zou et al. (2012), an OC change is more likely to be caused by a hidden source that affects only one or a small set of features or channels. Thus, it is reasonable to assume that only a few components of \( \mu_k \) change to be nonzero in the OC state. Fortunately, similarly to Wang and Jang (2009) and Zou et al. (2012), our sparse PCA score \( \hat{\xi}_{ik} \) filters out IC noise, and correctly represents the OC direction of \( z_{ik} \). Therefore, \( \hat{\xi}_{ik} \) is a good and convenient estimate of the changed \( \mu_k \), i.e., \( \hat{\mu}_k^1 = \hat{\xi}_{ik} \). With this in mind, we propose to construct the monitoring scheme by \( \hat{\xi}_{ik} \) and \( \hat{\xi}_{ik} \) based on the likelihood ratio test as

\[
T_i = \sum_{k=1}^{d} (2z_{ik} \Sigma_k^{-1} \hat{\xi}_{ik} - \hat{\xi}_{ik} \Sigma_k^{-1} \hat{\xi}_{ik}). \tag{7}
\]

The derivation of Equation (7) is shown in online supplement A. When \( \Sigma_k \) is unknown, we can estimate it as \( \hat{\Sigma}_k = \sum_{i=m_0+1}^{m} \hat{\xi}_{ik} \hat{\xi}_{ik}/m_0 \), in the Phase I analysis. Furthermore, to handle cases with small shift magnitudes (e.g., smaller than the system’s standard deviation), we integrate the monitoring scheme with the EWMA technique. In this way, we can place more emphases on the recent samples and lower emphases on the old ones. Consequently, it leads to the EWMA-based monitoring scheme. In particular, define:

\[
\hat{Y}_i = (1 - \gamma) \hat{Y}_{i-1} + \gamma Y_i,
\]

with the initial \( \hat{Y}_0 = 0 \) and the EWMA tuning parameter \( 0 < \gamma < 1 \). Then we have the corresponding \( \hat{Z}_i = V_0^T \hat{Y}_i \), \( \hat{\xi}_{ik} = \text{sgn}(\hat{Z}_{ik})(\hat{Z}_{ik} - \rho)^+ \), and the final monitoring statistic as

\[
T_i^* = \frac{2 - \gamma}{\gamma[1 - (1 - \gamma)^2]} \sum_{k=1}^{d} (2z_{ik} \Sigma_k^{-1} \hat{\xi}_{ik} - \hat{\xi}_{ik} \Sigma_k^{-1} \hat{\xi}_{ik}). \tag{8}
\]

Correspondingly, we chose a control limit \( L > 0 \) for Equation (8) and define if \( T_i^* > L \), the monitoring scheme triggers an OC alarm at sample \( i \). Specifically, given \( \gamma \), \( m_0 \), and a pre-specified IC Average Run Length (ARL), we search the control limit \( L \) by simulation. In particular, we first choose an initial value for \( L \), and then compute the IC ARL of the monitoring statistic in Equation (8) based on a large number of simulation replications (say, 10 000 in this article), where the IC samples are generated from the IC distribution of the process. If the computed IC ARL is smaller than the nominal one, we increase the value of \( L \). Otherwise we decrease it. We repeat this process until the nominal IC ARL is achieved with a desired precision. In particular, in the search procedure, we may use some numerical search algorithms, such as the bisection search algorithm (Qiu, 2008). Due to the closed-form solution of Equation (5), the computation involved in searching \( L \) is not time-consuming. For instance, when the nominal IC ARL = 200, \( \gamma = 0.1 \), \( m_0 = 200 \) for the process with \( p = 20 \), \( n = 50 \), and the selected \( d = 6 \), it takes 20 minutes to complete the bisection search procedure based on 10 000 simulation replications, on a single-core personal computer. With the help of high-performance computing, the computation time can be further reduced. Hereinafter, we define the proposed monitoring scheme as the SMFPCA chart. In the SMFPCA chart, the selection of \( \gamma \) depends mainly on the expected
true mean shift. Similar to the traditional EWMA control charts, a large $\gamma$ is good at detecting large shifts, whereas a small $\gamma$ is helpful to detect small ones. Usually we set $\gamma \in [0.05, 0.2]$.

4. Numerical studies

In this section, using some numerical studies, we evaluate the performance of the SMFPCA chart thoroughly and compare it with some state-of-the-art methods. In particular, we consider three different IC models as below:

1. Model (I): $Y_i \in \mathbb{R}^{50 \times 20}$ with $Y_i = \sum_{k=1}^{6} v_k \xi_{ik} + e_i$, where $v_k (k = 1, \ldots, 6)$ are the 1st, 4th, 7th, 10th, 13th, and 16th B-spline basis functions of order 3 with a grid of 50 equally spaced knots in $[0, 1]$. $t_l (l = 1, \ldots, n)$ with $n = 50$ are at the same locations as the knots. $\xi_{ik} (k = 1, \ldots, 6)$ are set to be sparse vectors whose $l$th component is generated by $\xi_{il} = \beta_{kl} I(|\beta_{kl}| > 1.5)$ for $l = 1, \ldots, 50$, where $I(\cdot)$ is the indicator function which equals one when its condition is true and equals zero otherwise. Here $\beta_{k} = [\beta_{k1}, \ldots, \beta_{k50}]$ follows a 20-dimensional multivariate normal distribution with mean $b_k = 0$ and covariance matrix $B_k$. We set $(B_k)_{lh} = (0.5)^{|l-h|}, l, h = 1, \ldots, 20$. $e_i \in \mathbb{R}^{50 \times 20}$ is noise with every component $e_{ijn}$ following a normal distribution with mean 0 and variance $\sigma^2 = 0.04$.

2. Model (II): $Y_i \in \mathbb{R}^{50 \times 20}$ with $Y_i = \sum_{k=1}^{6} v_k \xi_{ik} + e_i$, where $v_k (k = 1, \ldots, 6)$ are the first six non-constant Fourier bases, i.e., $v_k = \cos(kt + k \tau)$, with a grid of 50 equally spaced sensing points $t_l (l = 1, \ldots, n)$ in $[0, 2\pi]$. $\xi_{ik} (k = 1, \ldots, 6)$ and $e_i$ are generated in the same way as Model (I).

3. Model (III): $Y_i \in \mathbb{R}^{64 \times 50}$ with $Y_i = \sum_{k=1}^{10} v_k \xi_{ik} + e_i$, where $v_k (k = 1, \ldots, 10)$ are the first 10 Vaidyanathan wavelet bases with a grid of 64 equally spaced sensing points in $[0, 1]$. $\xi_{ik} (k = 1, \ldots, 10)$ are sparse vectors whose $l$th component is generated by $\xi_{il} = \beta_{kl} I(|\beta_{kl}| > 1.5)$ for $l = 1, \ldots, 50$. Here $\beta_{k} = [\beta_{k1}, \ldots, \beta_{k50}]$ follows a 50-dimensional multivariate normal distribution with mean $b_k = 0$ and covariance matrix $B_k$. We set $(B_k)_{lh} = (0.5)^{|l-h|}, l, h = 1, \ldots, 50$. $e_i \in \mathbb{R}^{64 \times 50}$ is generated in the same way as in Model (I).

For every model, in each simulation replication, $m_0$ IC samples are generated from the corresponding model and used for estimating $V_0$, $\xi_{ik} (i = -m_0 + 1, \ldots, 0, k = 1, \ldots, d)$, and the

![Figure 3. The estimated PCA loadings (features) by SMFPCA and MFPCA for the three models.](image-url)
corresponding $\Sigma_k (k = 1, \ldots, d)$ for the Phase I analysis. We set $m_0 = 200$ for Model (I) and Model (II), and $m_0 = 500$ for Model (III). In particular, we chose $d$ such that in every replication the explained cumulative percentage of the sample variance by the first $d$ loadings is 95% (other values rather than 95 can also be used, depending on the specified model accuracy and noise magnitude). To achieve this, we can first guess $d$ by setting it as the number of PCs for which the traditional MFPCA can explain 95% of the data variation. Then we increase the value of $d$, and train the SMFPCA for every $d$, until the trained SMFPCA with a specific $d$ can explain 95% of the data variation. Actually, in most replications, the chosen $d$ equals the true number of eigenfunctions (i.e., $d = 6, 6, 10$ for Models (I) to (III), respectively) and the percentage of mis-specification of $d$ in the simulation is rather low. The estimated bases $v_k (k = 1, \ldots, d)$ by SMFPCA in a certain simulation replication for these three models are shown in Figure 3. We can see that the estimated bases are quite close to (almost overlapping) the true ones, demonstrating the accuracy of the proposed estimation procedure. We also estimate and plot the bases of MFPCA (Paynabar et al., 2016) for comparison in Figure 3. Unsurprisingly, MFPCA fails to extract the profile features for these three models, demonstrating its limited capability of modeling weakly correlated multi-channel profiles with different features.

For the estimated SMFPCA scores, we further evaluate their Mis-Identification Rate (MIR) and False Identification Rate (FIR). Suppose the nonzero support of the true $\xi_{ik}$ as $S(\xi_{ik})$ and its complement set as $S^c(\xi_{ik})$. Correspondingly, we define the estimated ones as $\hat{S}(\xi_{ik})$ and $\hat{S}^c(\xi_{ik})$. Then the FIR and MIR can be defined as

$$
FIR = \frac{\sum_{i,k} \hat{S}(\xi_{ik}) \cap S^c(\xi_{ik})}{\sum_{i,k} S(\xi_{ik})},
$$

$$
MIR = \frac{\sum_{i,k} \hat{S}^c(\xi_{ik}) \cap S(\xi_{ik})}{\sum_{i,k} S^c(\xi_{ik})}.
$$

Table 1 shows the chosen optimal $\rho$, the FIRs, and MIRs of the three models. As observed, the chosen $\rho$ of the three models almost ensure equivalent FIRs and MIRs.

To evaluate the Phase-II performance of the SMFPCA chart, we compare its detection power with some other monitoring schemes presented in the literature. Here we consider four charts that are particularly designed for multi-channel profile monitoring as benchmark methods: the MFPCA chart (Paynabar et al., 2016), the UMPCA chart (Paynabar et al., 2013), the MPCA

\begin{table}
\centering
\begin{tabular}{lccc}
\hline
 & \textbf{\(\rho\)} & \textbf{FIR} & \textbf{MIR} \\
\hline
Model (I) & 2.81 & 0.1633 & 0.1593 \\
Model (II) & 2.78 & 0.1652 & 0.1596 \\
Model (III) & 2.97 & 0.1621 & 0.1599 \\
\hline
\end{tabular}
\caption{The FIR and MIR of SMFPCA for Models (I) to (III).}
\end{table}
their score distributions in Phase I using the literature focus only on Phase I monitoring (e.g., the UMPCA are SDRL values). The smallest ARLs are shown in bold.
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2. Scenario (II): Mean shift in the first component of $b_1 (k = 1, \ldots, 5$), i.e., $b_{11} = \delta$, with $k = 1, \ldots, 5$. This indicates the OC change pattern only occurs in the first profile. It is caused by the change of the first five PCA scores $\xi_{ik} (k = 1, \ldots, 5$).

We set the change point $\tau = 25$ for all the cases, and compare the OC performance of the five competing charts in terms of steady state ARL. This means that any series (replication) where an OC signal occurs before the true change point $\tau$ is discarded. Moreover, two values of $\gamma$, 0.05 and 0.1, are considered. For every IC model with a particular $\gamma$, we find its control limit via simulation to ensure that the IC ARL equals 200. Their OC ARLs are shown in Tables 2 and 3.

The presented results can be summarized as the following points:

1. The proposed SMFPCA chart has higher efficiency than the other four charts, since SMFPCA can correctly model the weak inter-profile correlation structure of multi-channel profiles.

2. The VPCA chart performs the second best, because it breaks the original multi-channel profile structure and chart (Grasso et al., 2014), and the VPCA chart (Nomikos and MacGregor, 1995).

Since some of these charts in the original literature focus only on Phase I monitoring (e.g., the UMPCA chart and the MFPCA chart), in this article, we perform some modifications to extend them to Phase II. In particular, for these four charts, we extract their PCA loadings and estimate their score distributions in Phase I using the $m_{0}$ reference data. In Phase II, when each on-line sample comes sequentially, we project the sample onto the PCA loadings and use the corresponding scores to construct the $T^2$ statistic with the same EWMA technique as the SMFPCA chart. Please refer to online supplement B for detailed derivations about these four alternative methods.

Since it is impossible to enumerate all change patterns for a full-scale study of the performance of all the charts, here we only chose certain representative patterns for illustration. We consider the following two OC scenarios for all the three models:

1. Scenario (I): Mean shift in the 4th, 8th, 12th, 16th and 20th components of $b_1$, i.e., $b_{11} = \delta$ with $l = 4, 8, 12, 16, 20$. This indicates the OC change pattern occurs in the $l = 4, 6, 12, 16, 20$ profiles, which is caused by the change of the first PCA score $\xi_{11}$.

2. Scenario (II): Mean shift in the first component of $b_1 (k = 1, \ldots, 5$), i.e., $b_{11} = \delta$, with $k = 1, \ldots, 5$. This indicates the OC change pattern only occurs in the first profile. It is caused by the change of the first five PCA scores $\xi_{ik} (k = 1, \ldots, 5$).

We set the change point $\tau = 25$ for all the cases, and compare the OC performance of the five competing charts in terms of steady state ARL. This means that any series (replication) where an OC signal occurs before the true change point $\tau$ is discarded. Moreover, two values of $\gamma$, 0.05 and 0.1, are considered. For every IC model with a particular $\gamma$, we find its control limit via simulation to ensure that the IC ARL equals 200. Their OC ARLs are shown in Tables 2 and 3.

The presented results can be summarized as the following points:

1. The proposed SMFPCA chart has higher efficiency than the other four charts, since SMFPCA can correctly model the weak inter-profile correlation structure of multi-channel profiles.

2. The VPCA chart performs the second best, because it breaks the original multi-channel profile structure and chart (Grasso et al., 2014), and the VPCA chart (Nomikos and MacGregor, 1995).
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consequently fails to model the inter-profile correlation structure.

3. The other three PCA charts (the MPCA, MFPCA, and UMPCA charts) have poorer detection power than the VPCA chart. This makes sense since either the inner-profile or the inter-profile correlation structures assumed by these three PCA charts are not satisfied in the data with different features. As a result, they cannot extract correct PCA loadings or scores, and therefore lose detection power.

4. The UMPCA chart has the worst performance, due to its inherent limitation that the number of PCs that can be extracted is no more than \( \min\{p, n, m_0\} \) (Paynabar et al., 2013; Yan et al., 2015). As a result, the explained data variance by UMPCA is very limited, resulting in its poor performance for modeling and detection. For example, in the first two models with \( p = 20, n = 50, \) and \( m_0 = 200, \) the number of PCs is limited to 20.

5. For the same change magnitude, the performance of all the charts in Model (I) and Model (II) is generally better than that in Model (III). This is because the detection power of these five charts for the proposed hypothesis test depends not only on the Mahalanobis distance between \( \mathbf{u}^0_k \) and \( \mathbf{u}_k, \) i.e., \( D = \sum_{k=1}^{d} (\mathbf{u}^0_k - \mathbf{u}_k) \Sigma^{-1}_k (\mathbf{u}^0_k - \mathbf{u}_k), \) but also on \( p \) in the sense that for the same \( D, \) a higher \( p \) indicates larger IC noise, smaller equivalent shift magnitude, and consequently smaller detection power. Therefore in our case, Model (III) with a higher \( p = 50 \) has a smaller detection power than Model (I) and Model (II). In the online supplement, we provide more simulation results to illustrate the influence of the number of channels \( p \) on the detection power.

6. Consistent with the performance of general EWMA-type charts, the smaller shift magnitude in Model (III) makes the charts with a smaller \( \gamma = 0.05 \) have a better detection power than those with \( \gamma = 0.1. \) On the contrary, for Model (I) and Model (II), the charts with a larger \( \gamma = 0.1 \) are preferred.

Additional simulation results with other IC and OC settings also demonstrate the above conclusions. Due to space limitations, these results are not shown here; however, they are available on request.

### 5. Case studies

In this section, we use real data from a manufacturing system to illustrate the application of the SMFPCA chart. In this manufacturing system, many sensors are installed in the
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reaction chamber to measure key process variables of the fabrication process, such as temperature, movement, electricity, pressure, etc. Each sensor generates high-dimensional functional data within each part fabrication cycle. Furthermore, those sensing signals produce complex patterns, due to different product-to-product variations and a complex self-controlled mechanism. Additional complexities in those functional data include unsynchronized signal characteristics in terms of timing, long-term natural drifts, and inherent changes in local segments (Zhang et al., 2018). Depending on the nature of the product design and machine conditions, each variation pattern is associated with only a subset of sensors (e.g., weak correlations of multi-channel signals). Similarly, in Phase II monitoring, if a system change occurs, it is unlikely that it will simultaneously influence all those variation patterns. Please refer to Zhang et al. (2018) for more details about sensing data characteristics of this manufacturing system.

In this case study, we select 15 sensors that monitor 15 process variables during the fabrication of every product sample. These sensor variables are denoted as S1 to S15. Foreveryvariable, we measure its signal every 0.1 seconds. We have 46 IC samples and six OC samples (with a slope shift in S1, as mentioned in Section 1). Figure 1 illustrates the profiles of the six selected sensor variables as introduced in Section 1. It should be noted that for different samples, their profile length n is different, due to the inherent fluctuations in the manufacturing system. Therefore, we first remove this non-synchronization effect for different samples using the Dynamic Time Warping (DTW) algorithm and set their length to be equal to n = 58. The DTW algorithm is shown in detail in online supplement C. Then we use the data to demonstrate the SMFPCA chart as below. We generate some OC patterns with different shift magnitudes from the 46 IC samples as surrogate OC samples for testing. These surrogate OC patterns are designed by the engineers based on the true anomaly patterns in the manufacturing process. In particular, We consider two types of OC shift patterns:

1. Mixed shift in sensors \( j \in \{1, 2, 3, 4, 5, 6, 12, 13\} \): fluctuation (random mean shift) in sensors \( j \in \{1, 3, 5, 12, 13\} \) in the time interval \( t \in [20, 58] \) of magnitude \( d_{ij}(t) \) for the \( i \)th OC sample, i.e., \( \mu_1^j(t) = \mu_0^j(t) + d_{ij}(t) \), where \( d_{ij}(t) \sim N(0, (\delta_{j}^{58} s_j(t)/38d)^2) \) and \( s_j(t) \) is the standard deviation of \( Y_j(t) \) and can be estimated from the IC samples; constant mean shift in sensors \( j \in \{2, 4, 6\} \) in the time interval \( t \in [20, 58] \) of magnitude \( \delta \cdot (\int_{20}^{58} s_j(t)/38d) \), i.e., \( \mu_4^j(t) = \mu_0^j(t) + \delta \cdot (\int_{20}^{58} s_j(t)/38d) \).

2. Slope shift in sensors \( j \in \{8, 9, 11\} \) of magnitude \( d_{ij}(t) \) in the entire time interval \( t \in (0, 58] \), i.e., \( \mu_9^j(t) = \mu_0^j(t) + \delta \cdot d_{ij}(t) \) where \( d_{ij}(t) \) is a pre-specified slope change pattern for sensor \( j \) at time point \( t \). Here we set \( d_{ij}(t) = \sum_{i=1}^{6} Y_{ij}^{OC}(t)/6 - \sum_{i=1}^{46} Y_{ij}^{IC}(t)/46 \) as the average sample difference between the true OC profile signals with slope shifts and the IC profile signals.

Illustrations of these two OC patterns are shown in Figure 4. We set \( \gamma = 0.05 \), \( \tau = 50 \), and \( m_0 = 100 \). We select \( \rho = 5 \) based on the BIC and tune the control limit to ensure that the IC ARL equals 200. In every simulation replication, we run the chart as follows. We randomly draw \( m_0 = 100 \) IC samples with replacement as reference samples from the 46 IC samples. Since we assume that the process is IC until sample \( \tau \), we draw the first \( \tau \) on-line testing samples from the 46 IC samples with replacement. Then we draw the subsequent on-line samples from the surrogated OC samples with a certain \( \delta \) with replacement. The chart runs until an OC signal is triggered, and the corresponding run length is recorded. For illustration purpose, Figure 5 shows the estimated eigen-functions of SMFPCA and MFPCA in one simulation replication. It is clear to see that these extracted eigen-functions of SMPCA represent different features of the data (after removing the mean curve as shown in Figure 6). In contrast, the eigen-functions of MFPCA mix features from different profiles together. For example, the “spike
features” are very common and show up in different locations in the process. These features are well captured by PC2–PC7, PC9–PC12 in SMFPCA. However, MFPCA mixes spikes at different locations together (such as PC2–PC4). Figure 6 draws the fitted profiles based on the first 15 eigen-functions of SMFPCA and MFPCA. SMFPCA can describe the various features of different profiles accurately, whereas the MFPCA fails in some cases (such as S8, S9, S11). This is because the features of these profiles, such as the PC8 in Figure 5, are contaminated by the features of other profiles. Consequently, the final fitting is poor.

Figure 7 shows one replication of the SMFPCA chart, where the dash red line represents the control limit and the blue curve connecting with stars represents the monitoring statistics. When the process is IC as Figure 7(a) shows, the SMFPCA chart is always below the control limit, confirming the stability of the chart. When the process is OC with a process change happening after sample $\tau = 50$, as Figure 7(b) shows, the SMFPCA chart has a quick response to the shift with a timely increase in the monitoring statistic. Finally, the statistic exceeds the control limit at sample $i = 60$, signaling an OC alarm with run length $i - \tau = 10$. To better test the performance of the SMFPCA chart, similar to Section 4, we compare its performance with other five charts in terms of OC ARL in Table 4, where the control limits of all the charts are tuned to ensure that their IC ARL equals 200. The MFPCA, UMPCA, MPCA, and VPCA charts are the same as those in Section 4. Furthermore, we consider the multi-FPCA chart for comparison. The multi-FPCA chart applies FPCA for every individual channel (sensor) separately and constructs $p$ local charts using their FPCA scores. Then these local monitoring statistics are summed together as the final monitoring statistic. It shows that except for SMFPCA,
the other five charts have quite unsatisfactory detection powers. In particular, for the mixed shift, the MFPCA chart performs second best. This is due to it having the same model structure as SMFPCA. Although MFPCA does not consider the weak correlations (feature diversity) of different sensors, its extracted PCA loadings can still capture certain sensor features to some degree. Consequently, the chart has an acceptable, but not desirable, detection power. As for the other four charts, since their models fail to describe the data structure, they have poor detection powers. For the slope shift, the multi-FPCA chart has a similar performance to that of the SMFPCA chart. This is because for the three channels with slope shifts, they have similar features with each other that learning the eigen-functions by FPCA for every channel separately results in values that are very close to those learned by SMFPCA with the three channels jointly. In other words, these three channels can be regarded as one channel. In this case, the detection power of joint monitoring will be similar to that of separate monitoring. Furthermore, it should be noted that the UMPCA chart performs the worst, due to its inherent drawback that only limited features can be extracted. In conclusion, these benchmark methods fail to extract different features from different profiles to some degree, and consequently fail to detect changes in the features.

6. Concluding remarks

Although profile monitoring has been extensively studied in the literature, the challenges associated with designing monitoring schemes for weakly correlated multi-channel profiles with sparse changes have not yet been addressed. This article proposes a SMFPCA-based monitoring scheme to fill this research gap. In particular, we propose SMFPCA by adding the LASSO penalty on MFPCA scores. In this way, SMFPCA allows every profile to be a sparse combination of the extracted loadings, and therefore, is capable of modeling weakly correlated multi-channel profiles with different features. Furthermore, this sparsity makes the extracted PCs easy to interpret. Moreover, since the sparsity penalty sets the PCA scores with small magnitudes to be zero, it filters out IC noise. Consequently, the nonzero scores naturally indicate the potential sparse OC directions to some degree. With this in mind, we construct a monitoring scheme by projecting the profile data to these nonzero PCA scores. In this way, the scheme automatically takes into account the unknown OC directions and is particularly designed for sparse OC changes. Numerical studies, as well as a case study, demonstrate the effectiveness and applicability of the proposed methodology.

Along with this research direction, there are several potential valuable extensions. First, we could consider including a penalty for the smoothness of the extracted PCA loadings to make them more interpretable. Second, more efficient algorithms could be explored to consider jointly estimating the SMFPCA loadings and scores. Finally, the proposed modeling techniques could be readily extended to Phase I monitoring as well.
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Table 4. The ARL of different charts for monitoring a manufacturing process (numbers in parentheses are SDRL values).

<table>
<thead>
<tr>
<th></th>
<th>δ</th>
<th>MFPCA</th>
<th>SMFPCA</th>
<th>UMPCA</th>
<th>VPCA</th>
<th>multi-FPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed shift</td>
<td>0.5</td>
<td>53.9(56.5)</td>
<td>171(136)</td>
<td>180(171)</td>
<td>218(198)</td>
<td>184(177)</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>107(65.1)</td>
<td>110(106)</td>
<td>204(181)</td>
<td>169(174)</td>
<td>181(166)</td>
</tr>
<tr>
<td>1.5</td>
<td></td>
<td>4.63(87)</td>
<td>52.7(51.7)</td>
<td>182(168)</td>
<td>168(141)</td>
<td>153(152)</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>3.22(98)</td>
<td>30.7(24.3)</td>
<td>180(173)</td>
<td>66.4(8.72)</td>
<td>110(121)</td>
</tr>
<tr>
<td>2.5</td>
<td></td>
<td>2.45(65)</td>
<td>16.7(74.3)</td>
<td>183(169)</td>
<td>37.0(34.3)</td>
<td>72.8(84.1)</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>2.18(40)</td>
<td>13.9(74)</td>
<td>177(171)</td>
<td>20.6(12.7)</td>
<td>50.5(54.8)</td>
</tr>
<tr>
<td>Slope shift</td>
<td>0.01</td>
<td>69.7(97.1)</td>
<td>143(124)</td>
<td>190(180)</td>
<td>222(201)</td>
<td>186(176)</td>
</tr>
<tr>
<td>0.02</td>
<td></td>
<td>30.6(68.5)</td>
<td>53.7(56.3)</td>
<td>207(179)</td>
<td>203(193)</td>
<td>174(163)</td>
</tr>
<tr>
<td>0.03</td>
<td></td>
<td>10.0(14.6)</td>
<td>22.9(16.8)</td>
<td>207(180)</td>
<td>207(196)</td>
<td>161(158)</td>
</tr>
<tr>
<td>0.04</td>
<td></td>
<td>5.72(5.09)</td>
<td>15.3(9.77)</td>
<td>188(168)</td>
<td>199(196)</td>
<td>108(117)</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>3.76(2.41)</td>
<td>9.44(4.35)</td>
<td>193(176)</td>
<td>197(188)</td>
<td>84(199.8)</td>
</tr>
</tbody>
</table>


