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OUTLINE

EM fields in relativistic heavy-ion collisions:  
• External classical field generated by colliding ions  
• Quantum excitations inherent to QGP

๏ Electrodynamics in the presence of the chiral anomaly 



Generation of intense EM field in relativistic 
heavy-ion collisions
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MACROSCOPIC EM FIELD IN HEAVY-ION COLLISIONS
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Fig. 1: Schematic representation of the various stages of a HIC as a function of time t and the longitudinal
coordinate z (the collision axis). The ‘time’ variable which is used in the discussion in the text is the proper time
⌧ ⌘

p
t2 � z2, which has a Lorentz–invariant meaning and is constant along the hyperbolic curves separating

various stages in this figure.

concern the partonic stages of a heavy ion collision, at sufficiently early times. These are also the stages
to which refers most of the experimental and theoretical progress over the last decade.

2 Stages of a heavy ion collision: the case for effective theories
The theoretically motivated space–time picture of a heavy ion collision (HIC) is depicted in Fig. 1. This
illustrates the various forms of QCD matter intervening during the successive phases of the collision:

1. Prior to the collision, and in the center-of-mass frame (which at RHIC and the LHC is the same as
the laboratory frame), the two incoming nuclei look as two Lorentz–contracted ‘pancakes’, with a
longitudinal extent smaller by a factor � ⇠ 100 (the Lorentz boost factor) than the radial extent in
the transverse plane. As we shall see, these ‘pancakes’ are mostly composed with gluons which
carry only tiny fractions x ⌧ 1 of the longitudinal momenta of their parent nucleons, but whose
density is rapidly increasing with 1/x. By the uncertainty principle, the gluons which make up
such a high–density system carry relatively large transverse momenta. A typical value for such a
gluon in a Pb or Au nucleus is k? ' 2 GeV for x = 10�4. By the ‘asymptotic freedom’ property of
QCD, the gauge coupling which governs the mutual interactions of these gluons is relatively weak.
This gluonic form of matter, which is dense and weakly coupled, and dominates the wavefunction
of any hadron (nucleon or nucleus) at sufficiently high energy, is universal — its properties are the
same form all hadrons. It is known as the colour glass condensate (CGC).

2. At time ⌧ = 0, the two nuclei hit with each other and the interactions start developing. The
‘hard’ processes, i.e. those involving relatively large transferred momenta Q & 10 GeV, are those
which occur faster (within a time ⌧ ⇠ 1/Q, by the uncertainty principle1). These processes are
responsible for the production of ‘hard particles’, i.e. particles carrying transverse energies and
momenta of the order of Q. Such particles, like (hadronic) jets, direct photons, dilepton pairs,
heavy quarks, or vector bosons, are generally the most striking ingredients of the final state and
are often used to characterize the topology of the latter — e.g., one speaks about ‘a dijet event’, cf.
Fig. 2 left, or ‘a photon–jet’ event, cf. Fig. 2 right.

3. At a time ⌧ ⇠ 0.2 fm/c, corresponding to a ‘semi-hard’ transverse momentum scale Q ⇠ 1 GeV,
1Throughout these notes, we shall generally use the natural system of units ~ = c = kB = 1, so in particular there is no

explicit factor ~ in the uncertainty principle. Yet, in some cases, we shall restore this factor for more clarity.
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Ions about to collide

EM field of each ion is a boosted Coulomb field

B1 =
�ev�̂

4⇡

b

(b2 + �2(vt� z)2)3/2
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 ZAu =79, b~R=7 fm, γ=100 ⇒ eB = (200 MeV)2 ≈ mπ2
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B ⇠ 1018G
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EM FIELD IN QUARK-GLUON PLASMA

Ions about to collide
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FIG. 17: Same as Fig. 16 but for Au+Au collisions at
√
sNN =

130 GeV. The solid curves represent best fits to the data over
the region -4.9< η <4.9 using Eq. 12 (see text) and the shaded
regions represent the systematic error band at 90% confidence
limit. The open points were obtained by the tracklet analysis
in the range |η| < 1.

ybeam is independent of collision energy - the limiting
fragmentation hypothesis. The N tot

ch estimate is thus the
integral of the average of this extended distribution and
the fit using Eq. 12(dashed curve in Fig. 22b).

Tables VII and VIII (see Appendix) summarize the to-
tal charged particle multiplicity results for Au+Au and
Cu+Cu collisions, respectively. The estimated average
number of participants associated with each centrality
bin was obtained from Glauber model (Monte Carlo ver-
sion) [29] and listed in column two. Column three lists
the full width at half maximum (FWHM) of the dNch/dη
distributions, whereas the three total multiplicity esti-
mates discussed above are listed in columns 4-6.

The upper panels of Figs. 23 and 24 display the values
Np

ch (solid points) and Nch ||η|<5.4 (open circles). In all
cases one observes participant scaling (Ref. [28]), an es-
sentially linear dependence on 〈Npart〉. This is illustrated
more clearly in the middle panels, where the participant-
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FIG. 18: Same as Fig. 17 but for Au+Au collisions at
√
sNN

= 200 GeV. The solid curves represent best fits to the data
over the full η range using Eq. 12 and the shaded regions
represent 90% C.L. systematic errors. The open points were
obtained by the tracklet analysis in the range |η| < 1.

scaled results, dNch/dη/〈Npart/2〉 are seen to be essen-
tially independent of 〈Npart/2〉 and exceeding the values
obtained in pp/pp collisions. We observe that this quan-
tity is almost constant with collision centrality. It is in-
teresting to note that the normalized particle production
in heavy-ion collisions is larger by about 40% than those
of p̄p collisions (solid squares)[43] and pp collisions (solid
diamonds) [42].

The widths of the dNch/dη-distributions, represented
by the Full Width at Half Maximum (FWHM) are shown
in the bottom panels in Figs. 23 and 24 for Au+Au and
Cu + Cu collisions, respectively. The FWHM exhibit a
decline with centrality, which indicates that the increased
particle production with centrality preferentially occurs
in the midrapidity region. Note also that the FWHM
for p̄p reactions at 200 GeV and pp reactions at 62.4
GeV and 19.6 GeV follow the trend of the Au+Au data
extrapolated to 〈Npart 〉 = 2. A similar trend is found for
Cu+ Cu collisions.

y

dNval

dy
⇠ e��R(Y�y) + e��R(Y+y) , �R ⇡ 0.47

-Y

It is too “expensive” to transfer net baryon 
and electric charge to the central plateau 
region.

dNval

dy
⇠ e��R(Y�y) + e��R(Y+y) , �R ⇡ 0.47

dNπ/dy Matter distribution 
Number of valence quarks (μB) at y=0 
decreases with energy: “baryon stopping”.

+Y

Plasma
⇒ The contribution of the “stopped” 

baryons is exponentially (in y) small

EM field = sum of two boosted 
Coulomb fields of each ion
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EM FIELD IN QUARK-GLUON PLASMA

EM field in plasma: need to solve Magneto-Hydrodynamics. 

EM is weakly coupled to the plasma ⇒ 0th approximation:  

12

G. Late-stage (QGP-stage) time evolution

The discussions and simulations presented in the last subsection are based on the assumption

that the produced matter is ideally insulting. This assumption is adoptable only in the early stage

where the system is gluon-dominated but becomes less and less justified as the system evolves

and more and more quarks and anti-quarks emerge. As a matter of fact, the QGP is a good conduc-

tor according to the theoretical and lattice QCD studies. At very high temperature the perturba-

tive study gives that the electric conductivity of QGP is σ ≈ 6T/e2 [75]. An old lattice calculation

with Nf = 0 found that σ ≈ 7CEMT [76] at 1.5Tc < T < 3Tc with Tc the deconfinement tempera-

ture. Another quenched lattice simulation using staggered fermions found that σ ≈ 0.4CEMT [77].

Recent quenched lattice studies using Wilson fermions obtained that σ ≈ (1/3)CEMT −CEMT [78–

80] for temperature Tc < T < 3Tc. The lattice calculation with Nf = 2 dynamical Wilson fermions

found that σ ≈ 0.4CEMT at T ∼ 250 MeV [81]. Another new lattice simulation using Nf = 2 + 1

fermions obtained that σ ≈ 0.1CEMT − 0.3CEMT for temperature Tc < T < 2Tc [82, 83]. In these

results, the EM vertex parameter CEM ≡ ∑ f q2
f and q f is the charge of quark with flavor f ; for

example, CEM = (5/9)e2 if u, d quarks are considered while CEM = (2/3)e2 if u, d, s quarks are

considered. Note that the deconfinement temperature Tc is different in Nf = 0 and Nf %= 0 cases;

for example, if Nf = 0 we have Tc ∼ 270 MeV while if Nf = 2 + 1 we have Tc ∼ 170 MeV.

At T = 350 MeV and choosing σ ≈ 0.3CEMT with u, d, s quarks contributing to CEM, one

can find that the resulted σ is about 103 times larger than that of copper at room temperature

(σCu ≈ 4.43 × 10−3 MeV at T = 20oC).

Now let us analyze how the large σ influences the time evolution of the EM fields in the QGP

stage which we refer to as “late stage”.

Our discussion will be based on magnetohydrodynamics. We first write down the Maxwell’s

equations,

∇×E = −∂B

∂t
, (12)

∇×B =
∂E

∂t
+ J , (13)

where J is the electric current. We treat the QGP as being locally charge neutral but conducting,

thus J is the sum of the external one and the one determined by the Ohm’s law,

J = σ (E + v ×B) + Jext, (14)

where v is the flow velocity of QGP and Jext is the current due to the motion of unwounded

protons (most are in spectators). Using Eq. (14), we can rewrite the Maxwell’s equations as mag-

netohydrodynamic equations

∂B

∂t
= ∇× (v ×B) +

1

σ

(

∇2B − ∂2B

∂t2
+∇× Jext

)

, (15)

∂E

∂t
+

∂v

∂t
×B = v× (∇×E) +

1

σ

(

∇2E − ∂2E

∂t2
− Jext

∂t

)

, (16)
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where we have used the Gauss laws ∇ ·B = 0 and ∇ ·E = ρ = 0. Equation (15) is the induction

equation, which plays a central role in describing the dynamo mechanism of stellar magnetic field

generation. The first terms on the right-hand sides of Eqs. (15)-(16) are the convection terms, while

the remained terms are called “diffusion terms” although they are not exactly in the diffusion-

equation type. Let us discuss some outcomes of these magnetohydrodynamic equations.

(1) If v = 0, that is, if the QGP does not flow, the Eq. (15) reduces to

∂B

∂t
=

1

σ

(

∇2B − ∂2B

∂t2
+∇× Jext

)

. (17)

This equation can be solved by using the method of Green’s function, the details can be found in

Refs. [54, 84–88] in which the authors studied how the spectators induced magnetic field evolve

in QGP phase (assuming the system is already in the QGP phase at the initial time). The main

information from these studies are that the presence of the conducting matter can significantly

delay the decay of the magnetic field. This is easily understood as the consequence of the Faraday

induction: a fast decaying external magnetic field induces a circular electric current in the medium

which in turn causes a magnetic field that compensates the decaying external magnetic field.

For late times, the external current Jext from the spectators can be neglected (we will always

assume this case in this subsection hereafter). If σ $ 1/tc with tc the characteristic time scale over

which the field strongly varies, one can neglect the second-order time derivative term and render

Eq. (17) a diffusion equation:

∂B

∂t
=

1

σ
∇2B. (18)

This case was studied in Ref. [51]. This equation describes the decay of the field due to diffusion,

and the diffusion time of the magnetic field is given by

tD = L2σ, (19)

with L a characteristic length scale of the system over which the magnetic field varies strongly.

Upon setting L ∼ 10 fm and σ ≈ 0.3CEMT ≈ 6 MeV at T = 300 MeV, the diffusion time is

about tD ∼ 3 fm. However, as argued by Mclerran and Skokov [89], in this case the condition

σ $ 1/tc ∼ 1/tD is not satisfied, so it is more realistic to solve Eq. (17) instead its diffusion-type

simplification.

(2) If v '= 0 and the magnetic Renolds number Rm = LUσ $ 1 (the magnetic Renolds number

quantifies the ratio of the convection term over the “diffusion term”), we can approximately keep

only the convection terms in Eqs. (15)-(16). This corresponds to the ideally conducting limit. The

equations such obtained are

∂B

∂t
= ∇× (v ×B), (20)

E = −v ×B. (21)
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simplification.
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quantifies the ratio of the convection term over the “diffusion term”), we can approximately keep

only the convection terms in Eqs. (15)-(16). This corresponds to the ideally conducting limit. The

equations such obtained are

∂B
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= ∇× (v ×B), (20)

E = −v ×B. (21)

Lattice calculations for T~Tc: σ=5.8 MeV, very small compared to the typical 
QCD scale of 200 MeV.

So let’s neglect the medium effect on the EM field altogether… ? 



7

EM FIELD IN QUARK-GLUON PLASMA 

Is electrical conductivity indeed that small?

r ·B = 0 , r⇥E = �@B

@t
,

r ·D = e�(z � vt)�(b) , r⇥H =
@D

@t
+ �E + evẑ�(z � vt)�(b)

In momentum space:

H!k = �2⇡iev
k ⇥ ẑ

!2✏̃µ� k2
�(! � kzv) , E!k = �2⇡ie

!µvẑ � k/✏

!2✏̃µ� k2
�(! � kzv)

✏̃ = ✏+ i�/!where 

Consider a single valence charge e moving with velocity v:

Time dependence of electromagnetic field is determined by singularities in the 
complex ω-plane with finite imaginary part. Take for simplicity ε=μ=1 (neglect 
the polarization and magnetization response of QGP).
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x� = t� z/v

� = ��b

B(t, r) =
e

2⇡�
�̂

Z 1

0

J1(k?b)k2?q
1 +

4k2?
�2�2

exp

8
<

:
1

2
��2x�

0

@1�

s

1 +
4k2?
�2�2

1

A

9
=

; dk? ,

E =
e�

4⇡

b� vx�ẑ

(b2 + �2v2x2�)
3/2

, B =
e�

4⇡

vb�̂

(b2 + �2v2x2�)
3/2

Er = B� =
e

2⇡

b�

4x2�
e
� b2�

4x� , Ez = � e

4⇡

x� � b2�/4

�2x3�
e
� b2�

4x�

In practice: γ=100, σ≈5.8 MeV, b=7 fm: λ=19

If !≪1 plasma has no effect on the field:

0 2 4 6 8 10
t H fmL

10-7

10-5

0.001

0.1

eHêmp2

� = 0(vacuum)

in plasma

EM FIELD IN QUARK-GLUON PLASMA 

Due to the relativistic time-
dilation, the characteristic time 
scale for the medium response is

<latexit sha1_base64="78IQKNLbHSBcQSDFmJ48ZWABCWs=">AAACUXicdVBNa9tAFFypX4nSD6c95rLEFJKLqw0lcW6BXnJMoU4CljBP62d7ye5K7D6lGKF/0mvzh3LqT8mtK8elaWgGlh1m5vEeU1RaeUrTX1H87PmLl682NpOt12/evuttvz/3Ze0kjmSpS3dZgEetLI5IkcbLyiGYQuNFcfWl8y+u0XlV2m+0rDA3MLdqpiRQkCa9nvi0l3k1N5DNwRjYn/T66SBNUyEE74g4OkwDOT4eHoghF50V0GdrnE22o/1sWsraoCWpwfuxSCvKG3CkpMY2yWqPFcgrmOM4UAsGfd6sTm/5x6BM+ax04VniK/XhRAPG+6UpQtIALfxjrxP/6xXm0WaaDfNG2aomtPJ+8azWnEre9cKnyqEkvQwEpFPhdi4X4EBSaC/JHFr8LsvQkJ02WdGORd6E3/C+aFueZA/d2ipaBbIFEP8ba5NQ7p8G+dPk/GAgDgfi6+f+yXBd8wbbYbtsjwl2xE7YKTtjIybZNfvBfrKb6Da6i1kc30fjaD3zgf2DeOs3k3qx1A==</latexit>

1/(��)

Intense EM field coexists 
with the QGP 

Relevant parameter 

<latexit sha1_base64="QlHVUMLzU2TkPQLsMvSLqLpxNlM=">AAACSHicbVDLShxBFK0ejTFtfGaZTeEgJJuhS0RnFQQ3WRrI+GC6kdvVd5zCquqm6nbC0PRXuNUfyh/kL7IL2aVmHFBHDxR1OOdc7uXklVaekuR31FlafrPydvVdvPZ+fWNza3vnzJe1kziQpS7dRQ4etbI4IEUaLyqHYHKN5/nNydQ//4HOq9J+p0mFmYFrq0ZKAgXpMtUhWsAXcbXVTXrJDPwlEXPSZXOcXm1Hn9OilLVBS1KD90ORVJQ14EhJjW2c1h4rkDdwjcNALRj0WTO7uOV7QSn4qHThWeIz9elEA8b7iclD0gCN/aI3FV/1crOwmUb9rFG2qgmtfFg8qjWnkk/r4IVyKElPAgHpVLidyzE4kBRKi1OHFn/K0hiwRZPm7VBkTfgN74q25XH61K2tolkgHQPxx1gbh3LFYpUvydl+Txz2xLeD7nF/XvMq+8h22Scm2BE7Zl/ZKRswyQy7ZXfsPvoV/Yn+Rv8eop1oPvOBPUOn8x+IOrDU</latexit>

� > 1



9

EM FIELD IN QUARK-GLUON PLASMA 
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2 ⇡

FIG. 2. The electric (left) and magnetic (right) fields in the transverse plane at z = 0 in the lab

frame at a proper time ⌧ = 1 fm/c after a Pb+Pb collision with 20-30% centrality (corresponding to

impact parameters in the range 6.24 fm < b < 9.05 fm) and with a collision energy
p
s = 2.76 ATeV.

The fields are produced by the spectator ions moving in the +z (�z) direction for x < 0 (x > 0)

as well as by the ions that participate in the collision. In both panels, the contribution from the

spectators is larger, however. The direction of the fields are shown by the black arrows. The

strength of the field is indicated both by the length of the arrows and by the color. We see that

the magnetic field is strongest at the center of the plasma, where it points in the +y direction as

anticipated in Fig. 1. The electric field points in a generally outward direction and is strongest on

the periphery of the plasma. Its magnitude is not azimuthally symmetric: the field is on average

stronger where it is pointing in the ±y directions than where it is pointing in the ±x directions.

and

�vn ⌘ vn(h
+)� vn(h

�), (17)

are the quantities of interest.

III. ELECTROMAGNETIC FIELDS

It is instructive to analyze the spatial distribution and the evolution of the electromagnetic

fields in heavy-ion collisions. We shall do so in this Section, before turning to a discussion

of the results of our calculations in the next Section.

Fig. 2 presents our calculation of the magnitude and direction of the electromagnetic

11

Gürsoy, Kharzeev, Marcus, Rajagopal, Shen, 2018

E B
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INITIAL VALUE PROBLEM FOR EM FIELD IN QGP

Solution:

�r2'2 + @2
t '2 + �@t'2 = ⇢ ,

�r2A2 + @2
tA2 + �@tA2 � �u⇥ (r⇥A2) = j ,

<latexit sha1_base64="Ois8eFyujOddIbtPgGWVjOx7G5I=">AAADEHicbVFNb9QwEHXCVwlfWzhysViBWrVdJQFEL5WKuHAsEttWWm+jsePdNbWdyHaKVlH+BL+GG+LKhTP/Bm+yYpdtR7L85r03M9aYllJYF8d/gvDW7Tt3723djx48fPT4SW/76aktKsP4kBWyMOcULJdC86ETTvLz0nBQVPIzevlhoZ9dcWNFoT+7ecnHCqZaTAQD56ms9/vVAdFAJVykmFyBKWciS/dICcYJkJm7SP+xeA8TK6YKVuqq5IiYWUH294kEymUNadwQEq03p/j9ZueWurFtqxx0/CKrMHFCcYt3fNL1XBKddffI31/8/KzXjwdxG/g6SJagj5Zxkm0HuyQvWKW4dkyCtaMkLt24XryFSd5EpLK8BHYJUz7yUIOfOq7bzTf4pWdyPCmMP9rhll2vqEFZO1fUOxW4md3UFuSNGlUbk93kcFwLXVaOa9YNnlQSuwIvvhXnwnDm5NwDYEb4t2M2AwPM+c+PiOGaf2WFUqDzmtBmlIxrfyvcT5oGR2RdrbRwrYHMwOGVrYn8cpPNVV4Hp+kgeT1IP73pHx8u17yFnqMXaAcl6B06Rh/RCRoiFrwNRkEe8PBb+D38Ef7srGGwrHmG/ovw118cgfPq</latexit>

Aµ
2 (r, t0) = Aµ

1 (r, t0) ⌘ Aµ(r) ,

@tA
µ
2 (r, t)

��
t=t0

= @tA
µ
1 (r, t)

��
t=t0

⌘ Vµ(r)
<latexit sha1_base64="ckbnnoUw5ynegD0rGoBUKgXiFz8=">AAAEeXicfZLNctMwEMedNkAxXykcuQgyZRLGpHFa4NSZZrjQXiilXzNV8UiO4ojoC0lO6Ri9Da/Bg/AsXJDTlDbOgGZsr/f31+5qtVgxamy3+6u2tFy/dfvOyt3w3v0HDx81Vh8fGZnrlBymkkl9gpEhjApyaKll5ERpgjhm5BiP35X8eEK0oVIc2AtFzjjKBB3SFFnvSho/+0nvM+Q5aEEMdARs0m2/2AL9JK56Ifma0wmAHNlRiljRd6ViKmjDKAIQhlAhbSliiQXVsG2IafY9KeyWj+V8hjlt/B9tNe/RjbxJo9ntdKcLLBrxzGgGs7WXrC79gAOZ5pwImzJkzGkcKxv5lilNhRU5x75ZEVL+4cZccBwJOZTSUoEpLn1lGZHJlZelmiqLBgNNjDkLC00mlnzbdCHMDVEoHaOMFESZIc2i8jMPMHcghIKcp5JzJAYFlHpAtDuNz4q/Z/3gilYzbju/VZObWjzV+S8HzdhVI+WC2stAI2TBtcyBNVAyMCGplbq6yZUvX0M5S24eIuMhYmqEElNBeMow0v/gVjtfgebAGxV0cIUOFhDl7rINmhc73MGowv2Ms2vFPllUEI8nyF+soUyK6nkmV61mZGghQyJjxPcIQE2zkYV66nDhGthd3zMUnFM7AkpLf+3A+CukIpsP+MWnccUu5GZMFXjV4/n6ld3tvOY5LHmlBp1aJEa+TD82tpj9+nO40M91XJ3iReOo14k3Or2Pm83tN7MJXwmeBs+DVhAHb4Pt4H2wFxwGaa1Z26nt1z4t/64/q7fqLy+lS7XZnifB3Kpv/AFpLX+M</latexit>

Aµ
2 (r, t) =

Z t0+

⌧
dt0

Z
d3r0jµ(r0, t0)G2(r, t|r0, t0)

+

Z
d3r0

⇥
�Aµ(r0) + Vµ(r0)

⇤
G2(r, t|r0, t0)

��
t0=t0

�
Z

d3r0Aµ(r0)@t0G2(r, t|r0, t0)
��
t0=t0

<latexit sha1_base64="/UebAuM6RoY7zf2d/9gVmWrEBTE=">AAAE4nicjVPLbtQwFE3KACW8WliysRi101HT6WRaYFWpFQugGwrqS6qnkZ14Mm5jJ7KdKVXqH0BsEFuWfAFb+BH+BmdenckUiSslvrnnvnzvCU5jKlWz+ceeu1W5fefu/D3n/oOHjx4vLD45lEkmAnIQJHEijjGSJKacHCiqYnKcCoIYjskRPn9d4Ec9IiRN+L66TEmboYjTDg2QMiZ/0V7a8VunkGUrEAPhAlXfWgaQcuVDhbLTXPnNVR2qWt8GwtMNUQPgbBxQc1Wt/sZvjaKvxkYIneXVySgYk446AVDSiCEAGVLdAMX5jr5OVl8dmw8nzVDQqKvazs2FMI2u/FzVtkyvuii7Nln1xjowRUJRFPs5UDX9H2n9hWqz0ewLmFW8oVK1hrLnL879gGESZIxwFcRIyhPPS5VrdpMK0x3PGDZbcVFqHiblJcMuTzpJoijHFBe2onFXZqlxCwRNFQpDQaRsO7kgPUU+bWoHZpKkKDhHEclJKjs0cotjGsBMAwdychEkjCEe5jARIRH6xGvn4+m81/lK1atrEyrIpC/u+5mTgaqny5kyTtUgURcpcO2mwRIoMNAjgUpEOUgXL9NDQVo9DSJpQBSnXeTLEoT7GEbiH7gS2nQgGDBKCdofQfszEGV6MAbB8ndMQ7eEm58pvvb4SGY9iIF7yCxW0jjh5fv0RqMu6A9jxKOYmBmBAaeh6Bu0swR21/ckBRdUdUEqErN2IM0KKY+mE56ZMjrfhUye0xSstVi2PtKbjRcsgwVe6kEECvGuadPQRuXDT3MP7Rhee2UWzyqHrYa30Wh92KxuvxwyfN56Zj23VizPemVtW2+tPevACuwv9k/7l/27ElY+V75Wvg1c5+xhzFNrSirf/wJz+aIr</latexit>

G2(r, t|r0, t0) =
1

4⇡
e�

1
2�(t�t0) �(t� t0 �R)

R
✓(t� t0)

+
1

4⇡
e�

1
2�(t�t0) �/2p

(t� t0)2 �R2
I1

⇣�
2

p
(t� t0)2 �R2

⌘
✓(t� t0 �R)✓(t� t0)

<latexit sha1_base64="rk6shAwqqttYSQ8SsNdwXnTXq5Y=">AAAE03iclVNNb9MwGE5GgRG+NpC4cLGotrUi7Zow2AlpEgfYLoxq3SbhrXJSNzWznWA7HZPxBXHlV8ARfhD/Bqdp2ZqKA5YSP3mfx69f+30SZZRI1en8dpeu1a7fuLl8y7t95+69+yurDw5lmosY9+KUpuI4QhJTwnFPEUXxcSYwYhHFR9HZq4I/GmMhScoP1EWGTxhKOBmSGCkb6q+6j173wwaMgPCB+gwKsGHRRnP9JYBDgWIdGL0FM2LwqW79jYQGSpIw1FCtQmxKAg4wVUVMbbS6TaO7BqoRnkaakKIIU82DbQOht/70/9NPYpuhseijULpMexq2uqehMbv9AFI8VI2r4jLVghgKkoxUs6wOzAq+Wmx/pd5pdyYDLIJgCurOdOz3V5d+wEEa5wxzFVMk5fsgyJRvm5EJwhXPWWTb4KPMPkzKCxb5PB2mqSI8IlERY0iNfJlnVhYLkik0GAgs5YmnBR4r/GnLeDCXOEPxGUqwxpkcksQvpnkiYgZ4kOPzOGUM8YGGqRhgYd4HJxoWm8SI6rdGN+pB09ilAl/VRhOdnRmoB6aaKedElYlGSIFLmQFroODAGMcqFdVFpnjZGgqXmnkSSUsimo1QX1aoaMJFSPyDV8LYCgQDFlSogxl1sEARZsprEEzvMgP9Cm//Hnqp6OJFBbb0GNnGSkJTXj3PeHbVhRmt53lCsb0jUHoOiknAeGtgb3NfEnBO1AhkIrVtB9K2kPBkPuEHu43Re5DJM5KBVsjyzRnutJ+zHBZ8pQYRK8RHtkxrG6Wnn/YcxrO+DqouXgSHYTt41g7fbdV3Xkwdvuw8dp44DSdwtp0d542z7/Sc2DXud/en+6vWq+nal9rXUrrkTtc8dOZG7dsfiwOimA==</latexit>

the original pulse

wake produced by 
the induced currents

Stewart, KT (2015)

Matching 
conditions: 

proportional to σ2 
→ small
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EM FIELD AT LATER TIME

0 2 4 6 8
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e B

mπ
2

e B
mπ

2
vs t for various σ , s=1

The field magnitude strongly depends on 
medium properties and dynamics during the 
first fm/c.   

Stewart, KT (to appear)

“sudden” emergence of QGP

adiabatic switching on
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Effects induced by EM field in Quark-Gluon 
Plasma
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SYNCHROTRON RADIATION

γ

Spacing between the Landau levels ~ eB/ε, while their thermal width ~ T. When eB/ε≳T 
it is essential to account for quantization of fermion spectra. 

"j =
q

m2 + p2 + 2jefB , "k =
q

m2 + q2 + 2kefB

p, j q, k

!, n̂

j,k are the quantum numbers of the fermion Landau orbits.

"j = ! + "k , p = q + ! cos ✓

dIj

d!d⌦
=
X

f

z2
f↵

⇡
!2

jX

k=0

�jk

�
|M?|2 + |Mk|2

 
�(! � "j + "k)

Magnetic field does no work, thus energy is conserved. Magnetic Lorentz force has no 
component along the B-direction:

Angular distribution of the power spectrum:

B θ

Matrix elements are well-known functions of Laguerre polynomials. Sokolov, Ternov (1968) and others
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SYNCHROTRON RADIATION
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Azimuthal asymmetry of photons 
in magnetic field

Contribution to the total photon spectrum
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HADRON DISSOCIATION

J/ψ

B0

V

J/ψ

B

E

Lab frame: center-of-mass 
frame of a heavy-ion collision 

hadron rest frame

V=0
translation 
velocity

Ω

<latexit sha1_base64="0I7NNqqPSK/AE0nC+6vj4rfGNSs=">AAACX3icbVDBTtwwEPUGKJBSWMoJVUIWq0pwYJVEqOVSCYlLjyB1AWmTrBxnlrWwncietCxRbnwNV/ozPfZP8C4rAQsj2fP03huN/bJSCotB8K/lLSwufVheWfU/rn1a32hvfj63RWU49HghC3OZMQtSaOihQAmXpQGmMgkX2fXJRL/4DcaKQv/CcQmJYldaDAVn6KhBeye3afSDUp5GOaYRPchv0uggH0+u2zQatDtBN5gWfQvCGeiQWZ0ONlv7cV7wSoFGLpm1/TAoMamZQcElNH5cWSgZv2ZX0HdQMwU2qacfaehXx+R0WBh3NNIp+3KiZsrascqcUzEc2XltQr6rZWpuMw6PklroskLQ/GnxsJIUCzpJiebCAEc5doBxI9zbKR8xwzi6LP3YgIY/vFCK6byOs6YfJrXrinbCpqF+/FKttMCpIR4xpM+2xnfhhvNRvgXnUTf81g3ODjvHR7OYV8gXskv2SEi+k2Pyk5ySHuHkjtyTB/K39d9b9ta99pPVa81mtsir8rYfAVRptNo=</latexit>

ds2 = c2dt2 � dx2 � dy2 � dz2
<latexit sha1_base64="2Fr/wjZ1jRbKjIHWot3LO3/gQp8=">AAACmHicbVFdb9MwFHXD1wgf6+ANXiwqpE2jVWKhbS9IlXgAnhiIrpPqpHJst7UWO5F9AwtRfho/hGde4T/gfiBGx5Vsn3vOubJ1nJW5chBF3zvBjZu3bt/ZuRveu//g4W5379GZKyrL5YgXeWHPM+ZkrowcgYJcnpdWMp3lcpxdvF7q48/SOlWYT1CXMtFsbtRMcQaemnbHwqXkFcYTnpI+fa/lnKVk/zIlh3VKDhIBKcF94fu+qJfb15RQekjWTlxjcYkF9P/0vvEU0BeDabcXDaJV4esg3oAe2tTpdK9zQEXBKy0N8Jw5N4mjEpKGWVA8l21IKydLxi/YXE48NExLlzSrBFr83DMCzwrrlwG8Yq9ONEw7V+vMOzWDhdvWluR/tUxv3Qyzk6RRpqxAGr6+eFblGAq8jBcLZSWH3KegGLfKvx3zBbOMg/+EkFpp5BdeaM2MaGjWTuKk8afGvbhtcUivqpVRsDLQBQP819aGPtx4O8rr4IwM4qNB9OFlb3iyiXkHPUXP0D6K0TEaorfoFI0QR9/QD/QT/QqeBMPgTfBubQ06m5nH6J8KPv4GQGTIKg==</latexit>

ds2 = [c2 � ⌦2(x2 + y2)]dt2 � dx2 � dy2 � dz2

+2⌦ydxdt� 2⌦xdydt .

Electric field breaks the bound state 
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QUALITATIVE PICTURE OF DISSOCIATION 

-eEy=|e|Ey

εb
|e|Ey+εkin

J/ψ rest frame. There is finite quantum probability for the anti-quark (e<0) to tunnel 
through the potential barrier and go to y→-∞.

y

Dissociation rate can be calculated in the WKB approximation as a tunneling 
rate of quark thru the potential barrier. 

(neglect B 
and Ω for a 
moment)

Keldysh (1965)
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ROLE OF MAGNETIC FIELD

E=0

E=Bê2

E=BB=0
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"0 =
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m2 + (p � eA)2 + e' =
q

m2 + (px + eBy)2 + p2
y + p2

z � eEy

The larger B, the smaller is 
the dissociation probability 

larg
er 

B
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ROLE OF ROTATION

-|e|

A

ΩB

p
y

x

z

A
-p

The effective synchrotron frequency of the negative charge appears to 
be smaller than the effective synchrotron frequency of the positive one. 

The magnetic field decreases the charge of escaping 

The dissociation probability is larger for negative charges

⇒

Lab Frame

Ω

Rotating Frame

-|e| rotates slower 
than +|e|
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IMAGINARY TIME METHOD

Imaginary Time Method: the quasi-classical transition probability is
<latexit sha1_base64="VyFCJbG+qGucSnb2JcvsuQ9ifls=">AAACWXicbVBdS9xAFJ2ktm7Tr1VfCr4MLgV96JIsRX0pCH2xbwquK2zCMpm96w7OTMLMjdslxF/T1/p/xD/TSQyoqxeGOZxzLvfek+ZSWAzDO89/s/b23XrnffDh46fPX7obm+c2KwyHIc9kZi5SZkEKDUMUKOEiN8BUKmGUXv2q9dE1GCsyfYbLHBLFLrWYCc7QUZPu18VPGsOffPf7IFYM50aVv1VFR3uTbi/sh03RlyBqQY+0dTLZ8PbiacYLBRq5ZNaOozDHpGQGBZdQBXFhIWf8il3C2EHNFNikbE6o6DfHTOksM+5ppA37tKNkytqlSp2zXtOuajX5qpaqlck4O0xKofMCQfOHwbNCUsxonQ+dCgMc5dIBxo1wu1M+Z4ZxdCkGsQENC54pxfS0jNNqHCWl+xXtRVVFg/ipWmiBjSGeM6SPtipw4UarUb4E54N+tN8PT3/0jg7bmDtkm+yQXRKRA3JEjskJGRJObshf8o/ceve+53f84MHqe23PFnlW/tZ/hAOzqA==</latexit>

w = exp(�2ImW )

<latexit sha1_base64="giL+J4cLQsMp5Rk21QQ8J9H3JOI=">AAACfHicbVBNa9wwFNS6H0ndj2zaYy+i20JCyCKXkgRKINBLDz0k0M0GVq6R5bdZEUk20nPK4vrH9Nf0mhz7Z0q1zkLSTQcEw8w83tPklVYeGfvdix48fPR4bf1J/PTZ8xcb/c2Xp76snYSRLHXpznLhQSsLI1So4axyIEyuYZxffFr440twXpX2K84rSI04t2qqpMAgZf2P40PKlcWswYy139jWlx1+KRxUXungs+0CdynPDa24LErsqPsR0oeszfoDNmQd6H2SLMmALHGcbfa2eVHK2oBFqYX3k4RVmDbCoZIa2pjXHiohL8Q5TAK1woBPm+6XLX0XlIJOSxeeRdqpdycaYbyfmzwkjcCZX/UW4n+93KxsxulB2ihb1QhW3iye1ppiSRcV0kI5kKjngQjpVLidyplwQmIoOuYOLHyXpTHCFg3P20mSNs2it0HStjTmd93aKuwCfCaQ3sbaOJSbrFZ5n5y+HyZ7Q3byYXB0sKx5nbwmb8gWScg+OSKfyTEZEUl+kl/kilz3/kRvo51o9yYa9ZYzr8g/iPb+AtIXwX8=</latexit>

W =

Z 0

t0

(L+ "0)dt� p · r|t=0

where the action is computed along the extremal classically forbidden 
trajectory.
Assumptions: (i) motion of the CoM is negligible in the hadron rest frame (e.g. 
the hadron is made up of a heavy and a light quarks); (ii) The binding potential 
is short range, (iii) motion of the light quark is non-relativistic; (iv) B and Ω are 
constant. 
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III. SUB-BARRIER TRAJECTORY

The classical sub-barrier trajectory that minimizes the restricted action is a solution to Eqs. (8)-

(10). It starts at the imaginary time t0, ends at t = 0 and satisfies the boundary conditions [33]:

r(t0) = 0 , (14)

Im r(0) = Imv(0) = 0 , (15)

1

2
mv2(t0) = "0 �mc2 = �"b . (16)

where "b > 0 is the hadron binding energy. Eq. (16) determines the initial time t0 of the sub-barrier

motion.

Multiplying (9) by i and adding (8) we obtain an equation for ⇠ = x+ iy:

⇠̈ + i(2⌦+ !B)⇠̇ � ⌦2⇠ = i!E , (17)

where we denoted

!E =
eE

m
, !B =

eB

m
. (18)

The general solution to (17) is

⇠ = C1e
�it!+ + C2e

�it!� �
i!E

⌦2
, (19)

where the characteristics frequencies are

!± = ⌦+
!B

2
±

r
⌦!B +

!2
B

4
, (20)

and C1 and C2 are complex constants. We are going to derive the extremal trajectory for real !±

and then analytically continue it to complex values (at �4⌦ < !B < 0). Accordingly, taking the

real and imaginary parts of (19) and introducing real constants A1,2, B1,2 we obtain

x = A1 cos(!+t)�A2 sin(!+t) +B1 cos(!�t)�B2 sin(!�t) , (21)

y = �A1 sin(!+t)�A2 cos(!+t)�B1 sin(!�t)�B2 cos(!�t)�
!E

⌦2
. (22)

In the classically forbidden region, it is expedient to parameterize the trajectory in terms of the

real Euclidean time ⌧ = it. Applying the initial condition (14) one derives

x(⌧) =
i!E

⌦2 sinh[(!+ � !�)⌧0]
{sinh(!�⌧0) sinh(!+⌧)� sinh(!+⌧0) sinh(!�⌧)} , (23)

y(⌧) =
!E

⌦2

⇢
�
sinh(!�⌧0) cosh(!+⌧)

sinh[(!+ � !�)⌧0]
+

sinh(!+⌧0) cosh(!�⌧)

sinh[(!+ � !�)⌧0]
� 1

�
, (24)
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where ⌧0  ⌧  0 and ⌧0 < 0. Continuing (23) and (24) to the complex values of the characteristic

frequencies !± furnishes the desired extremal trajectory for any !E , !B, and ⌦. The extremal

sub-barrier trajectory lies entirely in the xy-plane because the boundary condition (15) applied to

the solution of (10): z = vz(t� t0) = �ivz0(⌧ � ⌧0) implies vz0 = 0.

IV. DISSOCIATION PROBABILITY

The restricted action W appearing in (1) is given by

W =

Z 0

t0

(L+ "0)dt� p · r|t=0 . (25)

Substituting the Lagrangian (13) and the trajectory (23),(24) one obtains

W = i
m!2

E

8⌦4

!+ � !�

sinh2[(!+ � !�)⌧0]

�
� 2⌧0(!+ � !�) + 2⌧0!+ cosh(2!�⌧0)� 2!�⌧0 cosh(2!+⌧0)

� sinh[2(!+ � !�)⌧0]� sinh(2!�⌧0) + sinh(2!+⌧0)
 
. (26)

Eq. (16) determines implicitly the initial instant of the sub-barrier motion ⌧0:

�2 =
!2
B

⌦4 sinh2[(!+ � !�)⌧0]

�
2!+!� sinh(!�⌧0) sinh(!+⌧0) cosh[(!+ � !�)⌧0]

�!2
+ sinh2(!�⌧0)� !2

� sinh2(!+⌧0)
 
, (27)

where we introduced a positive dimensionless parameter [34, 35]

� =

r
2"b
m

B

E
. (28)

Eliminating ⌧0 from (26) and (27) and substituting into in (1) yields the desired dissociation

probability. Fig. 1 displays the function F defined as

F =
3|!B|

3

m!2
E�

3
ImW =

3|e|E

m2

✓
m

2"b

◆3/2

ImW , (29)

which is the imaginary part of W normalized to unity in the limit !B ! 0 and ⌦ ! 0, see (34).

We observe that F falls o↵ with ⌦ indicating that the dissociation probability w increases with the

angular velocity. This occurs because the centrifugal force makes the bound state less stable.

One can also see that at a given ⌦ positive charges have larger F hence smaller dissociation

probability w than the negative charges. In particular, the maximum of F , corresponding to the

minimum of w, occurs for positive charges at a certain angular velocity ⌦ < !B. To understand

this e↵ect, observe that in the laboratory frame a negative charge rotates counterclockwise in the

6

where ⌧0  ⌧  0 and ⌧0 < 0. Continuing (23) and (24) to the complex values of the characteristic

frequencies !± furnishes the desired extremal trajectory for any !E , !B, and ⌦. The extremal

sub-barrier trajectory lies entirely in the xy-plane because the boundary condition (15) applied to

the solution of (10): z = vz(t� t0) = �ivz0(⌧ � ⌧0) implies vz0 = 0.

IV. DISSOCIATION PROBABILITY

The restricted action W appearing in (1) is given by

W =

Z 0

t0

(L+ "0)dt� p · r|t=0 . (25)

Substituting the Lagrangian (13) and the trajectory (23),(24) one obtains

W = i
m!2

E

8⌦4

!+ � !�

sinh2[(!+ � !�)⌧0]

�
� 2⌧0(!+ � !�) + 2⌧0!+ cosh(2!�⌧0)� 2!�⌧0 cosh(2!+⌧0)

� sinh[2(!+ � !�)⌧0]� sinh(2!�⌧0) + sinh(2!+⌧0)
 
. (26)

Eq. (16) determines implicitly the initial instant of the sub-barrier motion ⌧0:

�2 =
!2
B

⌦4 sinh2[(!+ � !�)⌧0]

�
2!+!� sinh(!�⌧0) sinh(!+⌧0) cosh[(!+ � !�)⌧0]

�!2
+ sinh2(!�⌧0)� !2

� sinh2(!+⌧0)
 
, (27)

where we introduced a positive dimensionless parameter [34, 35]

� =

r
2"b
m

B

E
. (28)

Eliminating ⌧0 from (26) and (27) and substituting into in (1) yields the desired dissociation

probability. Fig. 1 displays the function F defined as

F =
3|!B|

3

m!2
E�

3
ImW =

3|e|E

m2

✓
m

2"b

◆3/2

ImW , (29)

which is the imaginary part of W normalized to unity in the limit !B ! 0 and ⌦ ! 0, see (34).

We observe that F falls o↵ with ⌦ indicating that the dissociation probability w increases with the

angular velocity. This occurs because the centrifugal force makes the bound state less stable.

One can also see that at a given ⌦ positive charges have larger F hence smaller dissociation

probability w than the negative charges. In particular, the maximum of F , corresponding to the

minimum of w, occurs for positive charges at a certain angular velocity ⌦ < !B. To understand

this e↵ect, observe that in the laboratory frame a negative charge rotates counterclockwise in the



20

HADRON DISSOCIATION

e>0e<0

-4 -2 2 4
Ω/ωB

0.1

0.2

0.3

0.4

0.5

w

V=2/3

V=1/3

V=1/6

•  The centrifugal force increases the dissociation probability. 
•  At the same B and Ω the negative charge has larger probability to run away.

•  Dissociation probability increases with hadron velocity V 
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CHARGE ASYMMETRY 

1 2 3 4 5
Ω/|ωB|

0.05

0.10

0.15

0.20

w(e<0)-w(e>0)

V=2/3

V=1/3

V=1/6

• w(D-) > w(D+), i.e. there are more D+ than D- in the final spectrum. 
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There are many other effects of B on QGP
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Chiral anomaly and Chiral Magnetic Effect
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UL(Nf )⇥ UR(Nf ) ' SUL(Nf )⇥ SUR(Nf )⇥ UB(1)⇥ UA(1)

Broken spontaneously Baryon 
symmetry 

(exact)

Axial symmetry 
(broken by anomaly)

Chiral symmetry of nuclear matter

Axial symmetry  ! ei�5✓ broken by quantum fluctuations!

anomaly coefficient cA
is topologically protected

@µJ
µ
5 = cA ~E · ~B

E.g.:

) d(NR �NL)

dt
= cA

Z
~E · ~Bd3x

CHIRAL ANOMALY

Magnetic helicity
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QCD vacuum is a superposition of states with different topology, characterized by the  
topological charge density  

TOPOLOGY OF THE QCD VACUUM

20

This means that the gauge field configuration which goes to pure gauge at infinity and has finite

q can induce a transition from vacuum of winding number nw(t = −∞) to another vacuum of

winding number nw(t = ∞). In zero temperature, such gauge field configurations are called

instantons [160] and they are responsible for the quantum tunneling through the energy barrier

between vacua of different winding numbers [161–164].

The high energy barrier (∼ ΛQCD ∼ 200 MeV) between two vacua suppresses the instanton

transition rate exponentially, but at high-enough temperature, the transition between different

vacua can also be induced by another, classical, thermal excitation called sphaleron [165, 166]

which, instead of tunneling through the barrier, can take the vacuum over the barrier. In elec-

troweak theory, sphaleron transitions cause baryon number violation and may be important for

the cosmological baryogenesis [167, 168]. In QCD, the existence of the sphaleron configurations at

finite temperature enormously increases the transition rate [169–178]. At very high temperature,

the perturbative calculation of the sphaleron transition rate gives [2, 170–178]

Γsph ∼ (αsNc)
5T4, (39)

while the strong coupled holographic approach gives an even larger rate Γsph = (g2Nc)2/(256π2)T4 [179].

Thus at high temperature, the sphaleron transition rate can be very large. This provides a machin-

ery of generating P and CP odd bubbles in QGP (note that a transition process from a topologically

trivial vacuum to a topologically nontrivial vacuum violates P and CP symmetry as is evident

from the integrand of q).

Now if we integrate the axial anomaly equation in the QCD sector (for massless quarks)

∂µJ
µ
A =

g2Nf

16π2
Ga

µνG̃
µν
a , (40)

where J µ
A = ∑ f 〈ψ̄ f γµγ5ψ f 〉 ( f is over all massless flavors) is the axial current, we see that

NA(t = ∞)− NA(t = −∞) = 2q, (41)

where NA =
∫

d3xJ 0
A(x) is the total chirality or axial charge. This demonstrates that a topolog-

ically nontrivial gauge field configuration can create or annihilate the total chirality of fermions,

and thus if the QGP contains a (sufficiently large) domain in which q is finite we would expect

that it finally will contain unequal numbers of RH and LH quarks or anti-quarks even if initially

NA(t = −∞) = 0. This is how QGP can become chiral. We note here that the probabilities of

generating positive chirality and negative chirality are equal which means that over many col-

liding events in heavy-ion collisions the averaged chirality should vanish. What remains after

event average is the chirality fluctuation rather the chirality itself and any measurement of the

chirality-imbalance effects should be on the event-by-event basis, see Sec. IV.

(4) What is axial chemical potential? — There is a conceptual problem in interpreting µA as

the axial chemical potential for fermions: as when we talk about the chemical potential we always

   N
CS =   -2       -1        0         1          2 

instanton 

sphaleron 

Energy of 

gluon field 
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QCD vacuum is a superposition of states 

            with different topology

Transitions between such states create

the local imbalance of chirality

Tuesday, January 3, 2012

Transitions between such states creates local imbalance of chirality. 

2

where cA = Nc
P

f q
2
fe

2/2⇡2 is the QED anomaly coe�cient and the field ✓ is sourced by the

topological charge density

q(x) =
g2

32⇡2
Ga

µ⌫G̃
aµ⌫(x) (2)

which varies in space and time across a CP -odd domain. As a result (1) cannot be rewritten as

a total derivative and removed from the Lagrangian. Instead, it appears in the modified Maxwell

equations as the spatial and the temporal derivatives of ✓.

It has been known since the pioneering article by Carroll, Feld and Jackiw [28] that in QED cou-

pled to the axion field, photons acquire an imaginary mass mA making possible their spontaneous

emission by fermions. This phenomenon is referred to as the vacuum Cherenkov radiation [29, 30].

Since the electromagnetic field in QGP is coupled to the axion-like field ✓, it is natural to expect

that a similar mechanism of photon radiation exists in hot nuclear medium as well. This idea was

developed in [31, 32] where it was argued that ultrarelativistic fermions moving in a finite-✓ domain

radiate photons, which we referred to as the chiral Cherenkov radiation. Additionally, fermions in

QGP radiate the chiral transition radiation as they cross the boundary between the plasma and

vacuum due to the di↵erence in the photon wave function inside and outside the plasma. The

spectra of both processes are proportional to the average values of the spatial and the temporal

✓-derivatives. Since the chiral Cherenkov radiation scales with the system volume, whereas the

chiral transition radiation scales with its area, the former is dominant when the contribution of

the entire QGP (as opposed to a single fast quark) is considered. Thus, the present work focuses

on the chiral Cherenkov radiation by QGP.

The analysis of [31, 32] relied on two basic assumptions: (i) ✓(x) is a slowly varying adiabatic

function of its arguments and (ii) the absolute value of the photon mass generated by the anomaly

|mA| is much larger than the plasma frequency !pl. The first assumption is the simplest model

that captures the essential dynamics of the chiral magnetic e↵ect [33–36]. It is supported by the

results obtained by Zhitnitsky [37, 38]. The second assumption is justified for large enough photon

energy ! becausem2
A is proportional to !, see (10), whereas the plasma frequency is !-independent.

These are the assumptions that are carried over to the present study as well. However, unlike the

radiation by a single quark discussed in [31, 32] where one is free to choose the quark energy high

enough so that most of the photon spectrum satisfy |mA| � !pl, in the case of QGP the bulk of the

photon radiation occurs at ! . T , where T is the QGP temperature. Still, it is argued in the next

section that at high enough temperatures, the photon mass satisfies the second assumption since

the plasma frequency is proportional to T , see (8), whereas the absolute value of m2
A is proportional

The transition rate per unit volume is exponentially suppressed at low 
temperatures, but increases at high temperatures as

The topological domains with finite q may be as large as few fm. Zhitnitsky et al
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r ·B = 0 ,

r ·E = ⇢� cr✓ ·B ,

r⇥E = �@tB ,

r⇥B = @tE + j + c(@t✓B +r✓ ⇥E) ,

+ + + 

- - -
Kharzeev, McLerran, Warringa (2008)

Chiral magnetic effect

Sikivie (84), Wilczek (87), Carroll et al (90)

The anomalous current 

<θ>≠0

Breaks Parity!

External magnetic field drives 
the charge separation.

LMCS = LQED + cA✓(x) ~E · ~B

j = ��B

P-odd,
T-odd

P-even,
T-odd

QED WITH CHIRAL ANOMALY

Often used notations: 

4

In a slowly varying field ✓, its first derivatives @µ✓ can be replaced by their constant domain–average

values denoted by �� = cA✓̇[35, 36, 43], referred to as the chiral conductivity, and b = cAr✓. In this

approximation the photon and the ✓-field dynamics decouple and one can consider electrodynamics

in the topologically non-trivial background [44].

The average of the ✓-field over an ensemble of CP -odd domains vanishes. However, its value in

a single domain can be finite due to the fluctuations of the topological number NCS . In the context

of this work we need to know the temperature dependence of the ✓-field in a domain because it

determines the temperature dependence of the e↵ective photon mass mA. In particular, if its T -

dependence is steeper than linear, then one expects that there is a range of temperatures where the

plasma becomes radioactive as explained at the end of Sec. I. The topological number density can

be estimated as q ⇠ NCS/Vdom, where Vdom ⇠ 1/m4
ax is the domain 4-volume. Since the sphaleron

size is inversely proportional to T , the domain volume decreases as Vdom ⇠ 1/T 4. Fluctuations

of NCS are related to the sphaleron transition rate � as
⌦
N2

CS

↵
= 2�Vpl [45] for large enough 4-

volume Vpl of plasma. Therefore, the variance of the topological number density is
⌦
q2
↵
⇠ m8

ax�Vpl.

Employing (5) it is seen that the typical variance of the ✓-field strength is
⌦
✓2
↵
⇠ m4

ax�Vpl/f4. �

is exponentially suppressed at low temperatures, but increases as T 4 at high temperatures [46–49].

It follows, using (10) of the next section, that mA ⇠ h✓i1/2 ⇠ T 4. Thus, |mA| exceeds !pl at high

T making the chiral Cherenkov radiation possible.

III. PHOTON DISPERSION RELATION

Now that the model parameters have been outlined, it is instructive to review the photon

dispersion relation. In the case ✓ = 0 the photon dispersion relation at finite temperature T and

finite chemical potentials of the right and left-handed fermions µR,L was computed in [50]. In the

high-energy limit, when the photon is near the mass-shell and transversely polarized, its dispersion

relation is !2
� k2 = !2

pl, where

!2
pl =

m2
D

2
=

e2

2

✓
T 2

6
+

µ2

2⇡2

◆
, (8)

and µ2 = µ2
R + µ2

L.

At finite ✓ the photon dispersion relation acquires an extra term due its interaction with the

CP -odd domains

!2
� k2 = !2

pl +m2
A +O(! � k) , (9)
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high-energy limit, when the photon is near the mass-shell and transversely polarized, its dispersion

relation is !2
� k2 = !2

pl, where

!2
pl =

m2
D

2
=

e2

2

✓
T 2

6
+

µ2

2⇡2

◆
, (8)

and µ2 = µ2
R + µ2

L.

At finite ✓ the photon dispersion relation acquires an extra term due its interaction with the

CP -odd domains

!2
� k2 = !2

pl +m2
A +O(! � k) , (9)

“chiral (magnetic) conductivity” axial chemical potential μ5  

Anomalous Hall Effect

Fukushima, Kharzeev, 
Warringa (2008)
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New Territory of CME Physics: 3D Semimetals
The anomalous transport phenomena are universal phenomena across 
boundaries of disciplines, encompassing a wide range of chiral systems!

Weyl semimetal  
(non-degenerated bands) 

TaAs 
NbAs 
NbP 
TaP 

Dirac semimetal  
(doubly degenerated bands) 

ZrTe5 

Na3Bi, 

Cd3As2 

One should expect to see CME in semimetals — 
CME in fact becomes a signal of chiral fermions! 

@µJ
µ
5 = CA

~E · ~B

b

In Weyl semimetals and non-uniform QGP: field θ is time-independent and

r✓ = b/cA ⇡ const.

New Territory of CME Physics: Table-Top Exp.

vRL BE
c

eN τ
π

!!

"
⋅≈ 22

2

, 4

vRL BE τµµµ
!!
⋅−≡ ~

BeJCME
!!

µ
π 2

2

2
=

2~   ; BEJ zz
CME

kik
CME

i
CME σσ=

arXiv:1412.6543 [cond-mat.str-el]

σ = σo +σCME = + σo + a(T)B2  

CHIRAL MAGNETIC EFFECT IN CMP
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Chiral Magnetic Instability of EM field
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CME EFFECT AND EM FIELD

Far away from any sources, Maxwell equations in momentum space read
k ·B!,k = 0 ,

✏k ·E!,k = 0 ,

k ⇥E!,k = !B!,k ,

k ⇥B!,k = �!✏E!,k � i��B!,k

[!(! + i�)� k2]2 = �2
�k

2

Electromagnetic waves have the 
dispersion relation

!�1,�2 = � i�

2
+ �1

q
k2 + �2��k � �2/4Four solutions:

k < ��

In this case                  indicating a solution exponentially growing with time: 

All four poles lie in the lower-half plane of complex    except when 

⇒ instabilityB ⇠ eIm!±t

!

Im!± > 0

�1,�2 = ±1
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Limits on a Lorentz- and parity-violating modification of electrodynamics

Sean M. Carroll and George B. Field
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The Chem-Simons Lagrangian has been studied previously in (2+1)-dimensional spacetime,
where it is both gauge and Lorentz invariant. In 3+1 dimensions, this term couples the dual elec-
tromagnetic tensor to an external four-vector. If we take this four-vector to be fixed, the term is
gauge invariant but not Lorentz invariant. In this paper, we examine both the theoretical conse-
quences of such a modification and observational limits we can put on its magnitude. The Chern-
Simons term would rotate the plane of polarization of radiation from distant galaxies, an effect
which is not observed. From the observations we deduce that the magnitude of the vector is
& 1.7 X 10 "h, GeV, where ho is the Hubble constant in units of 100 km sec ' Mpc

I. INTRODUCTION

Gauge and Lorentz invariance are two symmetries of
Maxwell's electrodynamics that have come to dominate
all fundamental physical theory. They provide physical
principles that guide the invention of models describing
fundamental phenomena, and their experimental
status —within electromagnetism —is well established.
The properties of electromagnetic radiation, both in a
natural setting and in high-energy accelerators, are pre-
cisely described by Lorentz-invariant dynamics. Gauge
invariance, interpreted as the masslessness of the photon,
is validated by stringent limits on the photon mass.

Experimental tests of such well-established and univer-
sal physical ideas are best discussed within a theoretical
framework that allows departures to be governed by arbi-
trary parameters; experimental data then set limits on the
magnitude of these symmetry-breaking parameters.
Thus, violations of gauge invariance are parametrized by
a mass p for the photon field A, . A mass term is hy-
pothesized to modify the electromagnetic Maxwell
Lagrange density REM,

EM ———4F~t,F
so that the photon becomes massive:

2
Z = —-'F F"'+" A "A

P 4 VA. 2 V (2)

Here F & is the electromagnetic tensor F &
=B,, A &—B&A, and the field equations in the presence of a con-

served current J read

~A +By (4)

is clearly lost. Geomagnetic data then set the limit'

A +p A =4m.J, 0 A =0,
where is the d'Alembertian 0=t), —V . (We set c
equal to unity throughout. ) Gauge invariance

&cs —,
' p A13F (6)

where F ~ is the dual electromagnetic tensor,
F P = —,

' e ~"'F„,. This modification couples the elec-
tromagnetic field to an (as yet unspecified) four-vector p .

When electromagnetic phenomena are confined to a
plane, as in the quantum Hall effect and high-T, super-
conductivity, the approximation can be made that no in-
teresting dynamical motion takes place in the direction
perpendicular to the plane. Then the external vector p
may be chosen to lie in that direction as well, and (6)
reduces to an unconventional electrodynamic action that
is Lorentz and gauge invariant in a three-dimensional
spacetime, i.e., boosts in the plane leave dynamics un-
changed. It was in this context that the Chem-Simons
term was initially investigated as a "topological mass"
term for gauge fields in (2+ I)-dimensional spacetime. 3

Models in which Xcs is taken to be the entire gauge field
action have found application in examinations of the
quantum Hall effec and high- T, superconductivity.
Moreover, several purely mathematical applications for
Lcs have also been found.

In this paper we shall consider the (3+1)-dimensional
case, where considerations of both Lorentz and gauge in-
variance play a crucial role.

p ~ 3 X 10 GeV; observations of the galactic magnetic
field set the more stringent bound of p ~ 3 X 10 GeV;
see below.

In this paper we explore the experimental limits on
another modification of Maxwell theory, which also in-
volves a mass parameter p, but respects gauge
invariance —rather, it is Lorentz invariance that is violat-
ed.

The modification we consider involves adding to the
Maxwell Lagrange density a Chem-Simons term:

+p +EM+pcs '

The Chem-Simons term is given by
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[(—co +k ) —m k ]g= 1 . (33)

In Fourier space, with g(co, k)= fdt dre' ' ""g(t,r),
this reads

From (33) we see that a tachyonic pole arises in g for long
wavelengths, k & m. A solution which does not grow in
time, and reduces to the Lienard-Wiechert formula when
m=0, is

g(t, r)=
m

2 sin —r
2

vrmr
9(t) f dz

0

mcosr +z
4

2m
4

1/2

m/2
sintz ——' dz2 0

mcosr
4

Z 2

' 1/2

m 2

4
Z

—jtjz. 1/2 (34)

This solution is noncausal, in the sense that the second
term in parentheses, present when mAO, acts even at
t &0, before the 5-function disturbance has occurred. A
causal solution, vanishing for t &0, would of course pos-
sess exponential growth in time —it would be a runaway
solution.

The potential instability manifests itself once again in
the existence of no nsingular, static solutions to the
source-free equations. To find these we set sources and
time derivatives to zero in (11)—(14) and find (for p=O)
that the divergence and curl of E vanish, hence so does E,
while 8 is a divergence-free vector field satisfying

VXB= —mB,
which also implies

(V' +m )B=O .

(35a)

(35b)

A=V Xa—ma, (36a)

where a is any triplet of fields satisfying

(V +m )a=O (36b)

then B=VX A solves (35). For example, a could have a
single nonvanishing component equal to (sinmr)Ir. This
space-filling magnetic field makes stationary the magnetic
energy, defined as the energy in (21a) with vanishing elec-
tric field:

E~=—,
' f dr B (r)

Equations (35) have arisen previously in magnetohy-
drodynamics. There they are obtained within conven-
tional electrodynamics, in the presence of static, neutral
sources (p=O, V J=O), when the condition is imposed
that J is proportional to B, so that (35a) is equivalent to
Ampere's law. Here, Eqs. (35) arise in the static, source-
free case when Maxwell theory is modified by the Chern-
Simons term.

The solution to (35) is most easily presented in terms of
the vector potential A whose curl is B. One verifies that
with A given by

ventional mass arising, for example, as in (2) and (3),
leads to the static equation ( —V +p, }A =0, which hasP
no regular solutions. In the Chem-Sirnons case p is re-
placed by —m, and regular solutions do exist.

IV. GEOMAGNETIC CONSTRAINTS

Just as for the gauge-noninvariant modification (2) and
(3), geomagnetic data limit the magnitude of the Chern-
Sirnons modification, but not as effectively as astrophysi-
cal data (discussed below). Static fields arising from sta-
tionary, neutral sources (p=O, V J=O) obey equations
which follow from (11)—(14) with p set to zero, so that
@0=m:

V B=O,
VXE=O,
V E=O,
VXB=4n.J—mB .

(38a)

(38b)

(38c)

(38d)

Evidently, the magnetic field satisfies

( —V —m )B=4n.VXJ—4am J . (39)

The geomagnetic constraint on p is determined by ex-
panding the integrand of (41) in powers of r'Ir and keep-
ing the dipole term:

Again we see the mass parameter m entering as an imagi-
nary mass. The solution to (39) is

B(r)= fdr', [V XJ(r') —m J(r')]+Bo, (40), cosm ~r —r'~

jr —r'/

where B0 is the space-filling solution to the homogeneous
equations (35) and (36).

This is to be contrasted with the corresponding solu-
tion when the mass term violates gauge invariance:

e
—

)M jr —r'j
B(r)= fdr', V'X J(r') . (41)

+ drdr'8 "(r)K" (r —r')B (r') .
2

(37)

—pr
B(r)= [[3(r D)r —D](1+pr+ ,'p r )—

r

It is seen that the vanishing of 5E~I5A(r) implies (35);
also, EM vanishes when evaluated on a solution to (35}.

Note that the Chem-Simons mass term enters (35b)
and (36b) as an imaginary mass, in the sense that a con-

where

——",V"'D]

D= —,
' f drrX J(r)

(42)

(43)
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3 e" =4mJ FP P (17) satz and get

e~"we' (18)

Note that the Chem-Simons addition, which contrib-
utes the last term to (15), renders the energy-tnomentum
tensor nonsymmetric:

co E—k E+(k.E)k=i( —pok XE+cop XE), (24)

where co is the frequency and k the wave vector, which
form the four-vector k =(co, k ); k =

~
k ~. The corre-

sponding dispersion relation is

which again indicates the absence of Lorentz invariance.
The energy and momentum densities are not gauge in-

variant: or

(k k ) +(k k )(p~p&)=(k p )

' —1/2

(25)

0g=e~=~E'+-'B'+ p B AP 2 2 2
(19a) co —k =+(pok —cop cos6)) 1—p sin L9

k
(26)

P=e"=(ExB)'+ (B A) .P (19b)

which holds provided functions drop off sufficiently rap-
idly at large distances so that the integration by parts
needed to relate the two sides of (20) does not produce
surface terms. Thus

Rather, under a gauge transformation they change by a
total derivative, since

B A~B (A —Vy)=B A —V (By) .
Consequently, the integrals over all space, which define
the electromagnetic energy and momentum, are gauge in-
variant. Indeed, the spatial integrals may be presented as
explicitly gauge invariant by spatially nonlocal formulas
that make use of the identity

fdr B(r) A(r) = fdr B(r) fdr', V X B(r'),1

4~fr —r'f

(20)

where 8 is the angle between p and k, p =
~ p~, and the +

and —correspond to right-and left-handed circularly po-
larized waves, respectively. From this it is clear that in-
troducing p has the consequence of splitting the photons
into two modes. The waves travel with a group velocity
which differs from one in second order in p:

= 1+0(p (27)

co'=k(k+m ) (28)

while the phase velocity co/k already differs from 1 even
in the lowest order. That the two polarization modes
propagate at different velocities is forceful evidence for
violation of Lorentz and parity invariance.

Note that the wave four-vector k can become space-
like; i.e., exponentially unstable modes can so1ve the field
equations. This is clearly seen in the p rest frame, where
(26) implies

E=fdry(r)
=

—,
' fdr[E (r)+B (r)]

0
+ dr dr'B "(r)K" (r r')B (r'), —

2

P= fdrP(r)

dr Er XBr

+ dr dr'B "(r)K" (r r')B (r'), —
2

where the kernel K" is given by

K nm(r ) pnmig 1
' 4mr

(21a)

(21b)

(22)

Ez+m V X E = —4mB, J
GB+m VXB=4~VXJ, ,

(29a)

(29b)

where Ez and Jz are transverse electric field and current,
respectively. Equivalently we have, in the Coulomb
gauge,

A+m V X A=4'~ . (30)

so co becomes imaginary for k &m. Such runaway solu-
tions do not contradict energy conservation because the
two integrals in (23) can each become arbitrarily large
while their difference remains a finite, time-independent
quantity.

However, runaway, exponentially growing, tachyonic
modes need not be excited by well-behaved sources. The
modified Maxwell equations imply (for p =0)

0E=—' dr E2+ Q+ P A2 2

2 2

8
(23)

Note that the energy is not positive definite. This is
most easily seen from (19a), which implies

The form of the fields responding to the source is most
appropriately described by constructing the Green's func-
tion for (29), i.e., the response function to a disturbance
localized by a 6 function at the origin in space and time.
The Green's function is transverse and is given by

Here we encounter the first evidence of an instability in
the theory; we shall discuss this in more detail below.

To find wave solutions to the source-free (p=J=O)
versions of (11)—(14), we posit the phase-exponential an-

O'J(t, r)=[(5"—B,B)/V )Cl+me" BI, ]g(t, r),
where g satisfies

g+m V g=4~5 (x) .

(31)

(32)

Photon propagator 

A very partial list of other references:  Redlich, Wijewardhana(1985), Rubakov (1986), Joyce, Shaposhnikov (1987), Adam, Klinkhamer 
(2001), Boyarsky at al (2012), Sadofyev, Zakharov et al (2013), Akamatsu,Yamamoto(2013), Hirono, Kharzev, Yin (2015), Manuel, 
Torres-Rincon(2015), Buividovich, Ulybyshev (2016), Kaplan, Reddy, Sen (2016).
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TAMING INSTABILITY: HELICITY CONSERVATION

Chiral anomaly 

6

V. CHIRAL ANOMALY

Time-dependence of �� is determined by the chiral anomaly equation and the equation of state

that connects the average chiral charge density hnAi to the axial chemical potential µ5. The chiral

anomaly equation reads [23, 24]

@µj
µ
A = cAE ·B . (33)

In a homogeneous medium r · jA = ��r ·B = 0, so that (33) reduces to an equation for the time

component of the anomalous current

ṅA = cAE ·B . (34)

Averaging over volume and using (28) gives†

@t hnAi =
cA
V

Z
E ·B d3x = �

cA
2V

@tHem . (35)

Integrating, one obtains the total helicity conservation condition

2V

cA
hnAi+Hem = Htot , (36)

where Htot is a constant.

Magnetic helicity Hem explicitly depends on ��(t), rather than on hnAi. Therefore, in order

to solve (36) one needs an equation of state of the chiral medium that connects the chiral charge

density and the axial potential. It can be computed from the grand canonical potential ⌦ as [22]

hnAi = �
1

V

@⌦

@µ5
. (37)

Clearly, the equation of state depends on medium properties and, in general, is complicated even

in the non-interacting approximation. It simplifies in two important limits: when temperatures T

and quark chemical potentials µ are much higher or much lower than the axial chemical potential

µ5. We refer to these limits as the hot and cold medium respectively and consider separately in

the following two sections.

VI. MAGNETIC FIELD EVOLUTION IN HOT MEDIUM

In a hot medium with µ, T � µ5, the equation of state is linear [22]

hnAi = �µ5 , (38)

†
Our notations generally follow [2].

In a homogeneous medium
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hnAi = �
1

V

@⌦

@µ5
. (37)

Clearly, the equation of state depends on medium properties and, in general, is complicated even

in the non-interacting approximation. It simplifies in two important limits: when temperatures T

and quark chemical potentials µ are much higher or much lower than the axial chemical potential

µ5. We refer to these limits as the hot and cold medium respectively and consider separately in

the following two sections.

VI. MAGNETIC FIELD EVOLUTION IN HOT MEDIUM

In a hot medium with µ, T � µ5, the equation of state is linear [22]

hnAi = �µ5 , (38)

†
Our notations generally follow [2].

⇒ need equation of state
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where the chiral conductivity defined as [21, 22]

�� = cAµ5 (8)

is a function of only time. In the radiation gauge r ·A = 0, A0 = 0 Eq. (6) can be written as an

equation for the vector potential

�r
2A = �@2

tA+ j + ��(t)r⇥A . (9)

III. THE FASTEST GROWING STATE

We proceed by expanding the vector potential into eigenstates of the curl operator Wk�(x),

known also as the Chandrasekhar-Kendall (CK) states [1]. A particular form of these functions is

not important, but its easier to deal with them in Cartesian coordinates where they are represented

by the circularly polarized plane waves

Wk�(x) =
✏�

p
2kV

eik·x , (10)

where V is volume and � = ±1 corresponds to the right and left polarizations. Functions (10)

satisfy the eigenvalue equation

r⇥Wk�(x) = �kWk�(x) (11)

and the normalization condition

Z
W ⇤

k�(x) ·Wk0�0(x)d3x =
1

2k
���0�k,k0 . (12)

Expansion of the vector potential into a complete set of the CK states reads

A =
X

k,�

[ak�(t)Wk0�0(x) + a⇤k0�0(t)W ⇤
k0�0(x)] . (13)

The corresponding electric and magnetic fields are given by

E = �@tA =
X

k,�

[�ȧk�(t)Wk0�0(x)� ȧ⇤k�(t)W
⇤
k�(x)] , (14)

B = r⇥A =
X

k,�

[�k ak�(t)Wk�(x) + �ka⇤k�(t)W
⇤
k�(x)] . (15)

Substituting (13) into (9) and using the Ohm’s law j = �E one gets an equation

k2ak� = �äk� � �ȧk� + ��(t)�k ak� . (16)

(recall:               )
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where the susceptibility � depends on µ and T , but not on time. It follows then from (8) that

��(t) =
cA
�

hnA(t)i , (39)

The helicity conservation (36) now reads

��(t)

↵
= 1�

Hem(t)

Htot
, (40)

where ↵ = Htotc2A/(2V �) is a characteristic energy scale.

The vector potential in (23) is normalized such that at the initial time the magnetic helicity

equals unity Hem(0) = 1. Denoting the initial value of the chiral conductivity by ��(0) = �0 one

can infer from (40) that

�0 = ↵(1�H
�1
tot) < ↵ . (41)

The ratio �0
0 = �0/↵ determines the fraction of the total initial helicity stored in the medium. If

at t = 0 Htot � 1, then most of the initial helicity is stored in the medium, implying �0
0 . 1.

Note that �0
0 never equals 1 for a finite positive total helicity.‡ In the opposite case, all helicity is

initially magnetic Htot = Hem(0) = 1 implying �0
0 = 0.

Substituting (31) into (40), using the definition of � from (22) and taking the time-derivative,

one derives an equation for ��

�̇� = �

⇣q
�2 + �2

� � �
⌘
(↵� ��) . (42)

It is convenient to use a set of dimensionless quantities

�0
� = ��/↵ , �0 = �/↵ , ⌧ = ↵t , (43)

in terms of which Eq. (42) is cast into the form

�̇0
� = �

⇣q
�02 + �02

� � �0
⌘
(1� �0

�) . (44)

In view of (41), the right-hand-side of (44) is always negative. Perforce, �� is a monotonically

decreasing function of time implying that helicity always flows from the medium to the field until

all of it is stored in the field. This is in contrast to [2, 4] where the helicity can flow in both

directions. How long it takes to transfer the helicity to the field depends on an equation of state

as discussed in this and the following sections.

‡
In the case of negative helicity, all terms in (36) would change sign, see footnote ⇤.

Equation of state

⇒ 

Hirono, Kharzev, Yin (2015)

: Magnetic helicity
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where the chiral conductivity defined as [21, 22]
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Expand in the circularly polarized plane wave basis
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Substituting (13) into (9) and using the Ohm’s law j = �E one gets an equation

k2ak� = �äk� � �ȧk� + ��(t)�k ak� . (16)

The fastest growing mode:

4

It can be solved in the adiabatic approximation, which is adequate for analysis of the unstable

states. Namely, we are seeking a solution in the form

ak� = e�i
R t
0 !k�(t0)dt0 (17)

and assume that !k�(t) is a slow varying function, which allows one to neglect terms proportional

to !̇k�. This yields

!k�(t) =


�
i�

2
+ �1

q
k2 � ���k � �2/4

�
, (18)

with �1 = ±1. States with �1 = 1 and k such that the expression under the square root is

negative are unstable. A more detailed analyzes can be found in [3]. We are going to concentrate

on the fastest growing state, whose momentum k0 corresponds to the maximum of the function

�(k2 � ���k � �2/4). Namely,

k0 =
���

2
. (19)

Clearly, ��� is positive in an unstable state. We assume that �� > 0 and � = 1.⇤ At k = k0

Eq. (18) becomes

!0(t) = �
i�

2
+

i

2

q
�2 + �2

�(t) . (20)

Thus, the fastest growing state is

a0(t) = e�(t)/2 , (21)

with

�(t) =

Z t

0

hq
�2 + �2

�(t
0)� �

i
dt0 . (22)

The model employed in the ensuing sections of this paper, consists in approximating the vector

potential by the fastest growing mode given by (21),(22). The corresponding vector potential is

A(r, t) ⇡ a0(t)Wk0+(r) + c.c. (23)

To verify that the ansatz Eq. (23) is indeed a solution to Eq. (9) one has to keep in mind that

when taking the time-derivative of A, function Wk0+ is treated as time-independent (even though

k0 depends on time), because its time-derivative is proportional to !̇0, which is neglected in the

adiabatic approximation.

⇤
If during the evolution �� changes sign, then � = 1 state stops growing while � = �1 becomes the fastest growing

state.
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EVOLUTION OF CHIRAL CONDUCTIVITY

Vector potential is normalized so that 

7

where the susceptibility � depends on µ and T , but not on time. It follows then from (8) that

��(t) =
cA
�

hnA(t)i , (39)

The helicity conservation (36) now reads

��(t)

↵
= 1�

Hem(t)

Htot
, (40)

where ↵ = Htotc2A/(2V �) is a characteristic energy scale.

The vector potential in (23) is normalized such that at the initial time the magnetic helicity

equals unity Hem(0) = 1. Denoting the initial value of the chiral conductivity by ��(0) = �0 one

can infer from (40) that

�0 = ↵(1�H
�1
tot) < ↵ . (41)

The ratio �0
0 = �0/↵ determines the fraction of the total initial helicity stored in the medium. If

at t = 0 Htot � 1, then most of the initial helicity is stored in the medium, implying �0
0 . 1.

Note that �0
0 never equals 1 for a finite positive total helicity.‡ In the opposite case, all helicity is

initially magnetic Htot = Hem(0) = 1 implying �0
0 = 0.

Substituting (31) into (40), using the definition of � from (22) and taking the time-derivative,

one derives an equation for ��

�̇� = �

⇣q
�2 + �2

� � �
⌘
(↵� ��) . (42)

It is convenient to use a set of dimensionless quantities

�0
� = ��/↵ , �0 = �/↵ , ⌧ = ↵t , (43)

in terms of which Eq. (42) is cast into the form

�̇0
� = �

⇣q
�02 + �02

� � �0
⌘
(1� �0

�) . (44)

In view of (41), the right-hand-side of (44) is always negative. Perforce, �� is a monotonically

decreasing function of time implying that helicity always flows from the medium to the field until

all of it is stored in the field. This is in contrast to [2, 4] where the helicity can flow in both

directions. How long it takes to transfer the helicity to the field depends on an equation of state

as discussed in this and the following sections.

‡
In the case of negative helicity, all terms in (36) would change sign, see footnote ⇤.
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medium. Total helicity is conserved.
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Fraction of the total 
helicity in the field

Helicity conservation
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Characteristic energy scale

(adiabatic approx.)
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� =helicity
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EVOLUTION OF CHIRAL CONDUCTIVITY
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Magnetic field develops a maximum only if the initial helicity in medium >50%

9

Since �0
�(⌧) is monotonically decreasing from its initial value �0

0, the magnetic field has maximum

only if �0
0 > 1/2, i.e. if most of the initial helicity is in the medium. Otherwise, B(t) is a mono-

tonically decreasing function of time (despite the fact that A always grows). This is shown in

Fig. 2.
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FIG. 2: Evolution of the magnetic field in hot medium for �0 = 0 (solid line), 1 (dotted line), 10 (dashed

line). The initial condition is �0
�(0) ⌘ �0

0 = 0.5, i.e. 50% of the initial helicity is in the field (left panel) and

�0
0 = 0.95, i.e. 95% of the initial helicity is in medium, (right panel).

A. Insulating medium � = 0

The chiral conductivity can be explicitly expressed as a function of ⌧ in the case of vanishing

electrical conductivity � = 0. In this case, solution to Eq. (44) reads

�0
�(⌧) =

1

1 +
⇣

1
�0
0
� 1

⌘
e⌧

. (49)

Clearly, at ⌧ ⌧ 1, the chiral conductivity is constant, while at t > 1 it exponentially decreases

with time, see Fig. 1. To compute the corresponding magnetic field substitute (49) into (22), which

yields

�(t) =

Z t

0
��(t

0)dt0 = ⌧ � ln
⇥
e⌧

�
1� �0

0

�
+ �0

0

⇤
. (50)

Plugging this into (21) one derives for an insulating medium

a0(t) =
e⌧/2p

e⌧ (1� �0
0) + �0

0

. (51)

Since ȧ0 > 0 for any �0
0 > 0, magnetic helicity Hem = a20 increases from its initial value Hem(0) = 1

to the final value of Hem(1) = (1� �0
0)

�1 = Htot, where (41) has been used.

EVOLUTION OF CHIRAL CONDUCTIVITY



quite comparable with that observed in sQGP experimentally,
as shown in Fig. 3. What is also worth noting is that it does
predict a maximum of this ratio at T ¼ Tc, reflecting the
behavior of the density of monopoles.
Returning to QCD-like theories which do not have powerful

extended supersymmetries that would prevent any phase
transitions and guarantee smooth transition from UV to IR,
one finds a transition to confining and chirally broken phases.
Those have certain quantum condensates which divert the
renormalization group (RG) flow to a hadronic phase at
T < Tc. Therefore the duality argument must hold at least
in the plasma phase, at T > Tc. We can follow the duality
argument and the Dirac condition only halfway, until
e2=4πℏc ∼ g2=4πℏc ∼ 1. This is a plasma of coexisting
electric quasiparticles and magnetic monopoles.
One can summarize the picture of the so-called magnetic

scenario by a schematic plot shown in Fig. 5, from Liao and
Shuryak (2007). At the top (the high T domain) and at the right
(the high density domain) one finds weakly coupled or
“electrically dominated” regimes (wQGP). On the contrary,
near the origin of the plot, in vacuum, the electric fields are
subdominant and confined into the flux tubes. The vacuum is
filled by the magnetically charged condensate, known as a dual
superconductor. The region in between (relevant for matter
produced at RHIC and the LHC) is close to the “equilibrium
line,” marked by e ¼ g on the plot. In this region both electric
and magnetic coupling are equal and thus αelectric ¼
αmagnetic ¼ 1: so neither the electric nor magnetic formulations
of the theory are simple.
Do we have any evidence of a presence or importance for

heavy ion physics of magnetic objects? Here are some
arguments for that based on lattice studies and phenomenol-
ogy, more or less in historical order.

(i) In the RHIC-LHC region Tc < T < 2Tc the VEVof the
Polyakov line hPi is substantially different from 1. Hidaka
and Pisarski (2008) argued that hPi must be incorporated
into a density of thermal quarks and gluons and thus
suppress their contributions. They called such matter “semi-
QGP” emphasizing that only about one-half of the QGP
degrees of freedom should actually contribute to thermody-
namics at such T. And yet, the lattice data insist that the
thermal energy density remains close to the T4 trend nearly
all the way to Tc.
(ii) The magnetic scenario (Liao and Shuryak, 2007)

proposed to explain this puzzle by ascribing “another half”
of such contributions to the magnetic monopoles, which are
not subject to hPi suppression because they do not have the
electric charge. A number of lattice studies found magnetic
monopoles and showed that they behave as physical quasi-
particles in the medium. Their motion definitely shows Bose-
Einstein condensation at T < Tc (D’Alessandro, D’Elia, and
Shuryak, 2010). Their spatial correlation functions are plas-
malike. Even more striking is the observation (Liao and
Shuryak, 2008) revealing magnetic coupling which grows
with T, being indeed an inverse of the asymptotic free-
dom curve.
The magnetic scenario also has difficulties. Unlike the

instanton dyons, lattice monopoles so far defined are gauge
dependent. The original t’Hooft–Polyakov solution requires
an adjoint scalar field, absent in the QCD Lagrangian, but
perhaps an effective scalar can be generated dynamically. In
the Euclidean time finite-temperature setting this is not a
problem, as A0 naturally takes this role, but it cannot be used
in real-time applications required for kinetic calculations.
(iii) Plasmas with electric and magnetic charges show

unusual transport properties: The Lorenz force enhances
the collision rate and reduces viscosity (Liao and Shuryak,
2007). Quantum gluon-monopole scattering leads to a large
transport cross section (Ratti and Shuryak, 2009), providing
small viscosity in the range close to that observed at the RHIC
and the LHC.
(iv) The high density of (noncondensed) monopoles near Tc

leads to compression of the electric flux tubes, perhaps
explaining curious lattice observations of very high tension
in the potential energy (not free energy) of the heavy-quark
potentials near Tc (Liao and Shuryak, 2007); see Sec. X.
(v) Last but not least, the peaking density of monopoles

near Tc seems to be directly relevant to jet quenching;
see Sec. XI.
Completing this introduction to monopole applications, it

is impossible not to mention the remaining unresolved issues.
Theories with adjoint scalar fields, such as, e.g., the cel-
ebrated N ¼ 2 Seiberg-Witten theory, naturally have parti-
clelike monopole solutions. However, in QCD-like theories
without scalars the exact structure of the lattice monopole are
not yet well understood. There are indications that most, if
not all, of the monopole physics can be taken care of via the
instanton dyons previously mentioned: in this case the role of
the adjoint “Higgs” is played by the time component of the
gauge potential A4. The dyon solution is well defined
and real in Euclidean time, but becomes imaginary in the
Minkowski continuation: so it is not a “particle” in the
ordinary sense.

FIG. 5. A schematic phase diagram on a (compactified) plane of
temperature and baryonic chemical potential T − μ. The shaded
(blue) region shows the magnetically dominated region g < e,
which includes the deconfined hadronic phase as well as a small
part of the QGP domain. The unshaded region includes the
electrically dominated part of QGP and the color superconducting
(CS) region, which has e-charged diquark condensates and is
therefore “magnetically confined.” The dashed line (e ¼ g) is the
line of electric-magnetic equilibrium. The solid lines indicate true
phase transitions, while the dash-dotted line is a deconfinement
crossover line. From Liao and Shuryak, 2007.

Edward Shuryak: Strongly coupled quark-gluon plasma in heavy …

Rev. Mod. Phys., Vol. 89, No. 3, July–September 2017 035001-8
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MAGNETIC MONOPOLES AND THE INSTABILITY 

Chiral evolution with magnetic monopoles: always ends up in a superconducting state.

Magnetic monopoles at T=0: dual superconductor, 
color confinement.

Motivation:

The condensate may not melt away at Tc

⇒ Important part of QGP dynamics

Shuryak, 2009

Li, KT, 2018
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TIME-VARIATION OF TOPOLOGICAL CHARGE 

σχ is adiabatic

⌧c ⇠ 1/(g4T )
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Since �� ⇠ e2µ5
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By the time t=τc the chiral instability becomes

��⌧c ⌧ 1
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⇒ ⇒

the topological charge changes by the time the instability fully develops.

How does magnetic field evolve at t � ⌧c

<latexit sha1_base64="jcVDMk8/P71ywfcVz5kGfuKPES8=">AAACS3icbVBNSyNBFOyJq+uO6/dxL41hwb2EGRF0b4IXjy4YFdJDeNN5SRq7e4buN0oY5m941T/kD9jfsbdlD9uJATVa0HRRVY/3qLzUylOS/I5aS5+WVz6vfonXvq5vbG5t71z6onISu7LQhbvOwaNWFrukSON16RBMrvEqvzmd+le36Lwq7AVNSswMjKwaKgkUJEFiNOJcEFR92d9qJ51kBv6epHPSZnOc97ejH2JQyMqgJanB+16alJTV4EhJjU0sKo8lyBsYYS9QCwZ9Vs+Obvj3oAz4sHDhWeIz9fVEDcb7iclD0gCN/aI3FT/0crOwmYbHWa1sWRFa+bx4WGlOBZ82wgfKoSQ9CQSkU+F2LsfgQFLoLRYOLd7Jwhiwg1rkTS/N6vAb3k6bhsfitVtZRbOAGAPxl1gTh3LTxSrfk8uDTnrY+fnrsH1yPK95lX1je2yfpeyInbAzds66TLKS3bMH9hg9RX+iv9G/52grms/ssjdoLf8HD7WyEg==</latexit>

?

Model: the chiral conductivity is a stochastic process with 

exp(��⌧c)
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h��i = 0
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when

Early times t ⌧ ⌧c
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where sphaleron transition time
   N

CS =   -2       -1        0         1          2 

instanton 

sphaleron 

Energy of 

gluon field 

15

QCD vacuum is a superposition of states 

            with different topology

Transitions between such states create

the local imbalance of chirality

Tuesday, January 3, 2012
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HARMONIC OSCILLATOR WITH RANDOM FREQUENCY 

x = ak�e
�t/2
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!2 = k2 � �2

4
, ↵ = ��k

!2
⌃� , ⇠ =

��

⌃�
, ⌃� =

q⌦
�2
�

↵

<latexit sha1_base64="OLbq1iMCNiOWSCcmRlGVPh4Qlwc=">AAADLnicbZFdb9MwFIad8DXKVweXXGBRIXExqqaqxLioNAkhcQVD0G1SnVUnjpNYtZ3UdjaqKP+JW/4IEheIW34GTtqxruNIVo7e87w+zjlRIbixg8FPz79x89btOzt3O/fuP3j4qLv7+MjkpaZsQnOR65MIDBNcsYnlVrCTQjOQkWDH0fxtUz8+Y9rwXH2xy4KFElLFE07BOmnW/U5yyVI4HY7x/HT4iiQaaEUMT6XT6mpUk709sliUEHcIiCKD8QUjXJMY8LyuLq6oyefGNyM043jD95WP8ebFLeBsl3TTBa9wvCE7m1loWxFwv/DvVStHPev2Bv1BG/h6EqyTHlrH4WzXC0mc01IyZakAY6bBoLBhBdpyKljdIaVhBdA5pGzqUgWSmbBqZ1zjF06JcZJrd5TFrbrpqEAas5SRIyXYzGzXGvG/tUhudbbJflhxVZSWKbpqnJQC2xw3C8Qx14xasXQJUM3d2zHNwE3XujV3iGaKndNcSlBxRaJ6GoSV+0rcC+oad8hmtVTctgDJwOJLrL6KNdNfYYIl1i1epYI5EBPN08wS3QrNQoLt8V9Pjob9YNR/82nUO9hfr2YHPUXP0UsUoNfoAL1Hh2iCqPfMe+d98D763/wf/i//9wr1vbXnCboS/p+/0MIGpg==</latexit>

⇒

Magnetic field amplitude in medium with fluctuating topological charge is harmonic 
oscillator with random frequency

Harmonic oscillator with random frequency belongs to the class of linear stochastic 
equations

du(t0)

dt0
= [A0 + ↵⇠(t0)B]u(t0)

<latexit sha1_base64="VEdrTcpEaSw7/rWRF2nwI3MHPjY=">AAACpXicbVFdixMxFE3Hr7V+dfXRl2CRrghlZllwfRBWffFFWGHbXWiG4U4m0wmbZIbkjlqG/A1/ja/6H/w3ptOCu10vhBzOOZebnJs3SjqM4z+D6NbtO3fv7d0fPnj46PGT0f7Tuatby8WM16q2Fzk4oaQRM5SoxEVjBehcifP88uNaP/8qrJO1OcNVI1INSyNLyQEDlY1iVlrgXdEe4OSV7wqcePqOLt5n8WsGqqmAsu9yrdEPae/JRuN4GvdFb4JkC8ZkW6fZ/iBlRc1bLQxyBc4tkrjBtAOLkivhh6x1ogF+CUuxCNCAFi7t+q95+jIwBS1rG45B2rNXOzrQzq10HpwasHK72pr8r5brnclYHqedNE2LwvDN4LJVFGu6zo0W0gqOahUAcCvD2ymvIGSHId0hs8KIb7zWGkzRsdwvkrQLt6bjxHs6ZFfV1kjsDawCpP9s/roNwt42NiVKZArMUolgpMzKZYXM9oQPC0l2478J5ofT5Gj69svR+OR4u5o98py8IAckIW/ICflETsmMcPKD/CS/yO9oEn2OzqL5xhoNtj3PyLWKsr+BU9AM</latexit>

t0 = !t

<latexit sha1_base64="rYs6gtlRVnvh7uiqXeYkxPscHHI=">AAACfnicbVHLahtBEByt87CVl+0cfRki8rhE2Q0GK4eAIZccHYhsg2YxvaPe1eB5LDO9MWLZz8g1+a78TUYrQWw5DcMUVdV0U13UWgVK0z+DZOfBw0ePd/eGT54+e/5i/+DwPLjGS5xKp52/LCCgVhanpEjjZe0RTKHxorj+stIvfqAPytnvtKwxN1BZVSoJFKkZvf0snMEKOF3tj9Jx2he/D7INGLFNnV0dDHIxd7IxaElqCGGWpTXlLXhSUmM3FE3AGuQ1VDiL0ILBkLf9zh1/HZk5L52PzxLv2dsdLZgQlqaITgO0CNvaivyvVpityVRO8lbZuiG0cj24bDQnx1eB8LnyKEkvIwDpVdydywV4kBRjGwqPFm+kMwbsvBVFN8vyNv6Gj7Ku40NxW22sot4gFkD8n627a4N4kLVNY0lCg600RiMXXlULEr4nuniQbDv+++D84zg7Hn/6djw6nWxOs8uO2Cv2jmXshJ2yr+yMTZlkjv1kv9jvhCVvkvfJh7U1GWx6XrI7lUz+Amw3wvA=</latexit>

d hu(t0)i
dt0

=

⇢
A0 + ↵2

Z 1

0
h⇠(t0)⇠(t0 � ⌧ 0)iBeA0⌧

0
Be�A0⌧

0
d⌧ 0

�
hu(t0)i

<latexit sha1_base64="OyhiM6E3b8qJu62X2ytOlhJSqBg=">AAADBHicbVFNb9QwEHXCV1k+uoVjLxZL1SLUVVJVohyQClw4FoltK63TleM4u1ZtJ7InwMrylSt/hBviyv/gh3DHya5gu2WkaN7MvOeJ5uW1FBaS5FcU37h56/adjbu9e/cfPNzsbz06tVVjGB+xSlbmPKeWS6H5CARIfl4bTlUu+Vl++badn33kxopKf4B5zTNFp1qUglEIrUn/KykNZa4gNLBcswe7z7x3Bez6V5hIXgJx+PUkeU6orGf04oAIDZPkIqQS5nihIp9Fq1ukfQK0CY/gN/zCBWVX+rbY/1sVXSJGTGdAPF7dPekPkmHSBb4O0iUYoGWcTLaijBQVaxTXwCS1dpwmNWSOGhBMct8jjeU1ZZd0yscBaqq4zVx3OY93QqfAZWXCpwF33VWFo8raucoDU1GY2fVZ2/zvLFdrm6E8ypzQdQNcs8XispEYKtzaggthOAM5D4AyI8K/YzajwRoI5vWI4Zp/YpVSVBeO5H6cZi5khQep97hHVqeNFtARyIwC/kfzV2nt0Re0zmZJ9VTyQMRLX0zXaA1J189/HZweDNPD4cv3h4Pjo6U1G2gbPUF7KEUv0DF6h07QCDH0O9qOnkY78Zf4W/w9/rGgxtFS8xhdifjnH7YF9IE=</latexit>

It can be converted to an ordinary integro-differential equation at 

provided that

t � ⌧c

<latexit sha1_base64="jcVDMk8/P71ywfcVz5kGfuKPES8=">AAACS3icbVBNSyNBFOyJq+uO6/dxL41hwb2EGRF0b4IXjy4YFdJDeNN5SRq7e4buN0oY5m941T/kD9jfsbdlD9uJATVa0HRRVY/3qLzUylOS/I5aS5+WVz6vfonXvq5vbG5t71z6onISu7LQhbvOwaNWFrukSON16RBMrvEqvzmd+le36Lwq7AVNSswMjKwaKgkUJEFiNOJcEFR92d9qJ51kBv6epHPSZnOc97ejH2JQyMqgJanB+16alJTV4EhJjU0sKo8lyBsYYS9QCwZ9Vs+Obvj3oAz4sHDhWeIz9fVEDcb7iclD0gCN/aI3FT/0crOwmYbHWa1sWRFa+bx4WGlOBZ82wgfKoSQ9CQSkU+F2LsfgQFLoLRYOLd7Jwhiwg1rkTS/N6vAb3k6bhsfitVtZRbOAGAPxl1gTh3LTxSrfk8uDTnrY+fnrsH1yPK95lX1je2yfpeyInbAzds66TLKS3bMH9hg9RX+iv9G/52grms/ssjdoLf8HD7WyEg==</latexit>

↵ ⌧ 1

<latexit sha1_base64="jxUBz6j6PYNtiDRiu+6JOogbkxI=">AAACSnicbVBdSxtBFJ2NWnWr1dhHXwZDQV/CrgTUt0BffLTQqJBd5O7kxgzOxzJzVwnL/oy+tn/IP9C/0TfxpZMYqI0eGOZwzrncyylKJT0lye+otbK69mF9YzP+uLX9aWe3vXfpbeUEDoRV1l0X4FFJgwOSpPC6dAi6UHhV3H2d+Vf36Ly05jtNS8w13Bo5lgIoSMMMVDmBTCme3ux2km4yB39L0gXpsAUubtrRUTayotJoSCjwfpgmJeU1OJJCYRNnlccSxB3c4jBQAxp9Xs9vbviXoIz42LrwDPG5+nqiBu39VBchqYEmftmbie96hV7aTOPTvJamrAiNeFk8rhQny2eF8JF0KEhNAwHhZLidiwk4EBRqizOHBh+E1RrMqM6KZpjmdfg176RNw+PstVsZSfNANgHi/2JNHMpNl6t8Sy6Pu2mve/at1+mfLmreYPvsgB2ylJ2wPjtnF2zABLPsB/vJfkWP0Z/oKXp+ibaixcxn9h9aq38BOBGxqQ==</latexit>

Van Kampen (1975)

i.e. the fluctuating term is a perturbation.

<latexit sha1_base64="gaWdcD4TCeFeJiIURWMRIekyiNM=">AAACRnicbVDLahtBEOyV83A2D7+OvgwRgeQidkNIfDTkkqMNlmXQLqZ3tmUNmpldZnodxLIfkWvyQ/mF/IRvxlePZEFs2QXDFFXVdFNFrZXnJPkX9TaePX/xcvNV/PrN23db2zu7p75qnKShrHTlzgr0pJWlISvWdFY7QlNoGhWz7wt/dEnOq8qe8Lym3OCFVRMlkYM0ynSIlni+3U8GyRLiMUlXpA8rHJ3vRJ+yspKNIctSo/fjNKk5b9Gxkpq6OGs81ShneEHjQC0a8nm7vLcTH4JSiknlwrMslur9iRaN93NThKRBnvp1byE+6RVmbTNPDvJW2bphsvJu8aTRgiuxKEOUypFkPQ8EpVPhdiGn6FByqCzOHFn6KStj0JZtVnTjNG/Db0Q/7ToRZ/fdxipeBrIpsvgf6+JQbrpe5WNy+nmQfh2kx1/6hwermjdhH97DR0jhGxzCDziCIUiYwS/4DX+iv9FVdB3d3EV70WpmDx6gB7dpfbBR</latexit>

� =helicity
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EVOLUTION OF AVERAGE AMPLITUDE

hak�(t)i± = exp

⇢
±i!t� ↵2

4
(c2 ± ic1)!t�

1

2
�t

�
.

<latexit sha1_base64="6QCOcvRqByuMfy1sDGgnC02Pg6k=">AAAC+HicbZHfihMxFMYz47+1/tmu3ijeBIvQBS2dUnC9EBa88XIFu7vQjMOZNDMNTTJDklFryJUv4p1469v4CL6F6XTE3a4HQr75zu+Q4Xx5Lbix4/GvKL52/cbNW3u3e3fu3ru/3z94cGqqRlM2o5Wo9HkOhgmu2MxyK9h5rRnIXLCzfPVm0z/7yLThlXpv1zVLJZSKF5yCDVbW/0ogtB1kjuR4hYkIowvwQ3voM1LL15iwzzURrLDEhW/MMakkKwFb/IIUGqgjIOolfJh4N/VDmk22FM2Sw79kBybeTTwxvJTBI5qXS0s8Js9HWX8wHo3bwldF0okB6uokO4hSsqhoI5myVIAx82Rc29SBtpwK5nukMawGuoKSzYNUIJlJXbstj58FZ4GLSoejLG7dixMOpDFrmQdSgl2a3d7G/G8vlzsv2+IodVzVjWWKbh8uGoFthTdR4AXXjFqxDgKo5uHfMV1CWJUNgfWIZop9opWUoBYhHT9PUhduiQeJ97hHLnYbxW0LkCVY/A/zl7FN1lusTVSAKgULIO7i0K3hQyDJ7vqvitPJKJmOXr2bDo6Pumj20BP0FA1Rgl6iY/QWnaAZouh3tB89ih7HX+Jv8ff4xxaNo27mIbpU8c8/hJ/wDw==</latexit>

Evolution of average amplitude 

It can be shown that for any conductivity all <a> modes are decreasing with time. 

⇒ no instability at t � ⌧c

<latexit sha1_base64="jcVDMk8/P71ywfcVz5kGfuKPES8=">AAACS3icbVBNSyNBFOyJq+uO6/dxL41hwb2EGRF0b4IXjy4YFdJDeNN5SRq7e4buN0oY5m941T/kD9jfsbdlD9uJATVa0HRRVY/3qLzUylOS/I5aS5+WVz6vfonXvq5vbG5t71z6onISu7LQhbvOwaNWFrukSON16RBMrvEqvzmd+le36Lwq7AVNSswMjKwaKgkUJEFiNOJcEFR92d9qJ51kBv6epHPSZnOc97ejH2JQyMqgJanB+16alJTV4EhJjU0sKo8lyBsYYS9QCwZ9Vs+Obvj3oAz4sHDhWeIz9fVEDcb7iclD0gCN/aI3FT/0crOwmYbHWa1sWRFa+bx4WGlOBZ82wgfKoSQ9CQSkU+F2LsfgQFLoLRYOLd7Jwhiwg1rkTS/N6vAb3k6bhsfitVtZRbOAGAPxl1gTh3LTxSrfk8uDTnrY+fnrsH1yPK95lX1je2yfpeyInbAzds66TLKS3bMH9hg9RX+iv9G/52grms/ssjdoLf8HD7WyEg==</latexit>

A0 =

✓
0 1
�1 0

◆
, B =

✓
0 0
�1 0

◆

<latexit sha1_base64="sIixcjGbHiaHP6uY3DJnjLrhYuw=">AAAC9XicfVJdaxQxFM2MX3WsulX0xZfgolRolxkpWB+Eqi8+VnDbwmZY7mTuzoYmmWmSsSzDgH/EN/HV3+Mf8HeYnR2w3UovhBzOObkJ9ySrpLAujn8H4Y2bt27f2bgb3du8/+DhYOvRkS1rw3HMS1makwwsSqFx7ISTeFIZBJVJPM5OPy71469orCj1F7eoMFVQaDETHJynpoNv76fxO8okztw2y7AQugFjYNE2nLcxfUkTythu4kHMUOe9yIwo5u4V29lhZ2c15NGHa3vE1/SYDobxKO6KXgVJD4akr8PpVpCyvOS1Qu24BGsnSVy51Hd1gktsI1ZbrICfQoETDzUotGnTjaqlLzyT01lp/NKOduzFEw0oaxcq804Fbm7XtSX5Xy1Taze72X7aCF3VDjVfXTyrJXUlXeZAc2GQO7nwALgR/u2Uz8EAdz6tiBnUeM5LpcAPjGXtJEkbvys6TNqWRuyiWmvhOgObg6P/bO1lG/h/sLItk2ISdCHRG+kqCWY6ovWBJOvjvwqOXo+SvdHbz3vDg/0+mg3yjDwn2yQhb8gB+UQOyZhw8ifYDJ4ET8Pz8Hv4I/y5soZBf+YxuVThr795aOxw</latexit>

Equation for the first moments u =

✓
x
ẋ

◆

<latexit sha1_base64="/cMysGFyFoYrpuqpfeYh38tup/o=">AAACrXicbVHLahsxFJWnr9R9Oe2yG1FTSDfuTAjUWRQC3XSZQp0ErKm5I98Zi0iaQbrTxAzzK/2abtt9/6byeKCJ0wtCh3PO1eOerNLKUxz/GUT37j94+Gjv8fDJ02fPX4z2X575snYSZ7LUpbvIwKNWFmekSONF5RBMpvE8u/y00c+/o/OqtF9pXWFqoLAqVxIoUIvRtP7IhcacDkSGhbINOAfrtpHtNReCi2VJ/JpzgXbZS8KpYkXvFqNxPIm74ndB0oMx6+t0sT9Iw2myNmhJavB+nsQVpeFUUlJjOxS1xwrkJRQ4D9CCQZ823Rdb/jYwS56XLixLvGNvdjRgvF+bLDgN0Mrvahvyv1pmdm6mfJo2ylY1oZXbi/Nacyr5Zn58qRxK0usAQDoV3s7lChxIClMeCocWr2RpDISBiaydJ2kTdsPHSdvyobip1lZRZxArIP7P1t62Qchva9vkJDTYQmMw8m0SwnVEGwJJdsd/F5wdTpKjyfGXo/HJtI9mj71mb9gBS9gHdsI+s1M2Y5L9YD/ZL/Y7eh/NIhF921qjQd/zit2qqPgLUJTWHg==</latexit>

d2 hxi
dt02

+
1

2
↵2c2

d hxi
dt0

+

✓
1� 1

2
↵2c1

◆
hxi = 0

<latexit sha1_base64="t0rW/f1l9wsoHKfHHP4jBqIl5VI=">AAAC73icbVFNi9QwGE6rruv4sbN69BIcxBVxaMqC60FY8OJxBWd3YdIZ0jSdhk3SmqTqWPI7vIlXf5I3f4rphzgz6wshD88HCe+TVoIbG0W/gvDGzVt7t/fvjO7eu//gYHz48NyUtaZsRktR6suUGCa4YjPLrWCXlWZEpoJdpFdvW/3iE9OGl+qDXVcskWSleM4psZ5ajr/iXBPaZIsYE+9rvjjXZPbZInYvegW5JnYQE1EVZBFDuozhENkKeLtguT2C6OVGbiOGsOarwj7/m3oTLceTaBp1A68DNIAJGOZseRgkOCtpLZmyVBBj5iiqbNIQbTkVzI1wbVhF6BVZsbmHikhmkqZbkoNPPZPBvNT+KAs7djPREGnMWqbeKYktzK7Wkv/VUrnzss1PkoarqrZM0f7hvBbQlrBtAGZcM2rF2gNCNfd/h7QgfmfW9zTCmin2mZZSEpU1OHVzlDT+lnCCnIMjvKnWitvOgAti4T+b27a1K+9tbUdYELUSzBth3wnWHeF8IWh3/dfBeTxFx9PX748npydDNfvgMXgCjgACr8ApeAfOwAxQ8DvYCw6Ccfgx/BZ+D3/01jAYMo/A1oQ//wDUdO3B</latexit>

c1 =

Z 1

0
h⇠(t0)⇠(t0 � ⌧ 0)i sin(2⌧ 0)d⌧ 0 ,

c2 =

Z 1

0
h⇠(t0)⇠(t0 � ⌧ 0)i [1� cos(2⌧ 0)]d⌧ 0

<latexit sha1_base64="qEiqMsqt0kzuLSWnmXeKZkKGZHQ=">AAADAHicfVFNb9QwEHVSPkr46JYeOHAxrKBbqV0lq0q0B6RKvXAsEttWWofIcZxdq7YT2RNgFeXSK3+EG+LKP+nP4B/gTRbRbhEjWTN+8+bZmpeWUlgIwyvPX7tz99799QfBw0ePn2z0Np+e2qIyjI9ZIQtznlLLpdB8DAIkPy8NpyqV/Cy9OF70zz5xY0WhP8C85LGiUy1ywSg4KOl9fc2S6C0RGpLwo0s5zDEm1I3U5IsYwPZOl/YI0Gp7pyFW6MGou2RtIru7hAROZrQi8x+VSbRHWGH/CMWdUtLrh8OwDXy7iJZFHy3jJNn0YpIVrFJcA5PU2kkUlhDX1IBgkjcBqSwvKbugUz5xpaaK27hut9bgVw7JcF4YdzTgFr0+UVNl7VyljqkozOxqbwH+s5eqlZchP4hrocsKuGbdw3klMRR4YQnOhOEM5NwVlBnh/o7ZjBrKwBkXEMM1/8wKpajOapK65cW1ywr3o6bBAbnerbSAlkBmFPBfWnOTtnCmo0meA5FUTyV3REyMmM6AmBZonCHR6vpvF6ejYbQ/PHy/3z86WFqzjp6jl2iAIvQGHaF36ASNEUO/vGce9l74l/43/7v/o6P63nJmC90I/+dvjzDwBQ==</latexit>
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EVOLUTION OF AVERAGE ENERGY

Ornstein-Uhlenbeck process (for illustration): h⇠(t)⇠(t� ⌧)i = e�⌧/⌧c

<latexit sha1_base64="4SoxfwPbItKIArs66d19YKlxdHg=">AAACnnicbVHbihNBEO2MtzXesvroS2MQNg/GmWXB9UFYEMQXcQWzG0iPoaZTkzTb3TN016hhmG/wa3zV7/Bv7JkE3M1a0NWHc05R3VVZqZWnOP7Ti27cvHX7zt7d/r37Dx4+Guw/PvNF5SROZKELN83Ao1YWJ6RI47R0CCbTeJ5dvG3186/ovCrsZ1qXmBpYWpUrCRSo+WAkIMi1+K4OaNTlF4KgGjVv8EvdwZdtmstmPhjG47gLfh0kWzBk2zid7/dSsShkZdCS1OD9LIlLSmtwpKTGpi8qjyXIC1jiLEALBn1ad39q+PPALHheuHAs8Y69XFGD8X5tsuA0QCu/q7Xkf7XM7HSm/DitlS0rQis3jfNKcyp4OzC+UA4l6XUAIJ0Kb+dyBQ4khbH2hUOL32RhDNhFLbJmlqR1uA0fJk3D++KyWllFnUGsgPg/W3PV1m5kY9OYk9BglxqDkQunlisSriPahSS7478Ozg7HydH49aej4cnxdjV77Cl7xg5Ywl6xE/aenbIJk+wH+8l+sd8Rj95FH6KPG2vU29Y8YVcimv4FCiLPtw==</latexit>

c1 =
2(!⌧c)2

1 + 4(!⌧c)2
, c2 =

4(!⌧c)3

1 + 4(!⌧c)2
, c3 =

⇥
2 + 4(!⌧c)2

⇤
(!⌧c)

1 + 4(!⌧c)2

<latexit sha1_base64="BWjo90gi5j+b6pR28sKVpCf9h3w=">AAADQnichVJda9swFJW9ry77SrfHvYiFjY6WEDuBtQ+Dwl722MHSdkSeuVbkRFSSXUleCcb/bq/7AfsLext73cNkx6WtU9gFocO550jiHiW54MaORj89/87de/cfbD3sPXr85Omz/vbzY5MVmrIpzUSmTxMwTHDFppZbwU5zzUAmgp0kZx/q/sk3pg3P1Ge7ylkkYaF4yilYR8X9HzQO3rzHJNVAy3CHZJItABMLRUzffg2rMtidtOwVSfb2yPl5AfMejUN86Z503eP/u8eXZiJYamfh7sYhIdF8sbRRh7/96Lg/GA1HTeFNELRggNo6ire9iMwzWkimLBVgzCwY5TYqQVtOBat6pDAsB3oGCzZzUIFkJiqbuVf4tWPmOM20W8rihr3uKEEas5KJU0qwS9Pt1eStvUR2brbpflRylReWKbq+OC0EthmuQ8Vzrhm1YuUAUM3d2zFdgpurddH3iGaKXdBMSlDzkiTVLIhKt0s8CKoK98j1bqG4bQRkCRZfyaqbMnCfai2rgyMC1EIwJ8TruIhuiDqQoDv+TXAcDoPJ8ODTZHC430azhV6iV2gHBegdOkQf0RGaIuqNvS9e4lH/u//L/+3/WUt9r/W8QDfK//sPNzgI5w==</latexit>

Good conductor: � ⇠ T/e2

<latexit sha1_base64="4imzPWn9bpiCxdpFroVQS7rSh/g=">AAAChXicbVFNa9tAEF2rH0ndL6c99rLUFHqpKwXTJKcEeukxhTgJeFUzWo/kJbsrsTtKMEL/JNf0P/XfdC0bmjgd2J3He2+YYSartPIUx3960ZOnz57v7L7ov3z1+s3bwd67c1/WTuJElrp0lxl41MrihBRpvKwcgsk0XmRX31f6xTU6r0p7RssKUwOFVbmSQIGaDQbCq8JA+A0/+4q/9meDYTyKu+CPQbIBQ7aJ09leLxXzUtYGLUkN3k+TuKK0AUdKamz7ovZYgbyCAqcBWjDo06YbveWfAjPneenCs8Q79n5FA8b7pcmC0wAt/La2Iv+rZWarM+WHaaNsVRNauW6c15pTyVd74XPlUJJeBgDSqTA7lwtwIClsry8cWryRpTFg543I2mmSNiEbPkzalvfFfbW2ijqDWADxf7b2oQ3CXdY2jTkJDbbQGIxcOFUsSLiOaMNBku31Pwbn+6NkPDr6OR6eHG5Os8s+sI/sM0vYATthP9gpmzDJrtktu2O/o53oSzSOvq2tUW9T8549iOj4L5v/xSw=</latexit>

⇒ average energy is always stable (due to dissipation)  

Poor conductor: � ⇠ e2T

<latexit sha1_base64="5VPmqm4afPjLWYoeJGA4D1w3sxc=">AAAChHicbVHBahsxEJU3bZq6TeKkx15ETCGHYHbTlKaXEuilxxTiJGBtzaw8uxaRtIs022KW/ZJe24/q31ReG5o4GZDm8d4bZpjJKq08xfHfXrT17Pn2i52X/Vevd/f2BweH176sncSxLHXpbjPwqJXFMSnSeFs5BJNpvMnuviz1mx/ovCrtFS0qTA0UVuVKAgVqOtgXXhUGwm84fj+9mg6G8Sjugj8GyRoM2Toupwe9VMxKWRu0JDV4P0niitIGHCmpse2L2mMF8g4KnARowaBPm27ylr8LzIznpQvPEu/Y+xUNGO8XJgtOAzT3m9qSfFLLzEZnys/TRtmqJrRy1TivNaeSL9fCZ8qhJL0IAKRTYXYu5+BAUlheXzi0+FOWxoCdNSJrJ0nahGz4MGlb3hf31doq6gxiDsT/29qHNghnWdk05iQ02EJjMHLhVDEn4TqiDQdJNtf/GFyfjpKz0advZ8OL8/VpdthbdsSOWcI+sgv2lV2yMZOsZr/Yb/Yn2o5OovfRh5U16q1r3rAHEX3+BxBKxPM=</latexit>

e.g. QGP near Tc

The unstable modes of average energy: 

Does not depend on helicityhEk�i =
k

2
u0 exp

(
⌃2

�

2k

2!⌧c
1 + 4!2⌧2c

t� �t

)

<latexit sha1_base64="mW271OjpDxgCycSqd6PP6ozpRas=">AAADA3icbVFdixMxFM2MX2v96uqbvgSrIIhlphRcH4QFEXxc0e4uNLPDnTTThiaZIcmoJeTRV/+Ib+KrP8T/4Q8wM1Nwt+uFkMM55+aGe4pacGOT5HcUX7l67fqNvZuDW7fv3L033L9/bKpGUzajlaj0aQGGCa7YzHIr2GmtGchCsJNi/abVTz4xbXilPtpNzTIJS8VLTsEGKh9+IxBkRyTYFQXh3vrckQKviQhvLMD716TUQN3au4lv8oSwLzURrLTE4V4hH/hSQk7oip9Ngmvte35CKsmWQCw0OfUufT7tibNJTwWzfUFM24wt0Xy5ssTnw1EyTrrCl0G6BSO0raN8P8rIoqKNZMpSAcbM06S2mQNtORXMD0hjWA10DUs2D1CBZCZz3eI8fhqYBS4rHY6yuGPPdziQxmxkEZztgsyu1pL/1Qq5M9mWB5njqm4sU7QfXDYC2wq3qeAF14xasQkAqObh75iuIKzRhuwGRDPFPtNKSlCLEI+fp5kLt8Sj1Hs8IOfVRnHbGcgKLP5n8xdtbey9rUtTgFoKFox4G4XuiDaQdHf9l8HxZJxOx6/eT0eHB9to9tAj9Bg9Qyl6iQ7RO3SEZoiiP9HDaBQ9ib/G3+Mf8c/eGkfbngfoQsW//gKa9/ha</latexit>

• Average energy is unstable in poor conductors (such as QGP) if σ<g4T and Σχ≫σ. 

• The magnetic helicity of R and L modes increases exponentially. However, their sum 
vanishes. Thus, the helicity conservation cannot tame the instability at later times as is does 
at early times. The instability is not chiral!

<latexit sha1_base64="gaWdcD4TCeFeJiIURWMRIekyiNM=">AAACRnicbVDLahtBEOyV83A2D7+OvgwRgeQidkNIfDTkkqMNlmXQLqZ3tmUNmpldZnodxLIfkWvyQ/mF/IRvxlePZEFs2QXDFFXVdFNFrZXnJPkX9TaePX/xcvNV/PrN23db2zu7p75qnKShrHTlzgr0pJWlISvWdFY7QlNoGhWz7wt/dEnOq8qe8Lym3OCFVRMlkYM0ynSIlni+3U8GyRLiMUlXpA8rHJ3vRJ+yspKNIctSo/fjNKk5b9Gxkpq6OGs81ShneEHjQC0a8nm7vLcTH4JSiknlwrMslur9iRaN93NThKRBnvp1byE+6RVmbTNPDvJW2bphsvJu8aTRgiuxKEOUypFkPQ8EpVPhdiGn6FByqCzOHFn6KStj0JZtVnTjNG/Db0Q/7ToRZ/fdxipeBrIpsvgf6+JQbrpe5WNy+nmQfh2kx1/6hwermjdhH97DR0jhGxzCDziCIUiYwS/4DX+iv9FVdB3d3EV70WpmDx6gB7dpfbBR</latexit>

�
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INSTABILITY REGION 
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<latexit sha1_base64="2YvPmtvaQuNn6cI4aNObgEkNB0o=">AAACh3icbVFNa9wwENW6X8n2a5MeexFdCj1t7BLS9JbSS48pzSaBlVnG2rEtIslGGrddjP9Kr+1f6r+p1jEk2XRA6PHeG2Z4k9VaeYrjv6PowcNHj5/s7I6fPnv+4uVkb//cV42TOJeVrtxlBh61sjgnRRova4dgMo0X2dXnjX7xHZ1XlT2jdY2pgcKqXEmgQC0n++KbKgwshSzVgfA9nkzjWdwXvw+SAUzZUKfLvVEqVpVsDFqSGrxfJHFNaQuOlNTYjUXjsQZ5BQUuArRg0Kdtv3zH3wZmxfPKhWeJ9+ztjhaM92uTBacBKv22tiH/q2VmazLlx2mrbN0QWnk9OG80p4pvkuEr5VCSXgcA0qmwO5clOJAU8hsLhxZ/yMoYsKtWZN0iSdvwGz5Nuo6PxW21sYp6gyiB+I2tu2uDcJlrm8achAZbaAxGLpwqShKuJ7pwkGQ7/vvg/P0sOZx9/Ho4PTkeTrPDXrM37B1L2Ad2wr6wUzZnkv1kv9hv9ifajQ6io2jwRqOh5xW7U9Gnf2HLxm4=</latexit>

�⌧c

<latexit sha1_base64="SXWmCBB6HJuBhPbaXQQbqFsSMk4=">AAACf3icbVFNSxxBEO2dxERXjV/HXJoskpyWGRHUm+AlRwOuCtvDUtNbM9vY3TN01xiWYf5GrvFv5d/YO7sQXS1o+vHeK6p4lVVaeYrjf73ow8eNT583t/rbO7tf9vYPDm99WTuJI1nq0t1n4FEriyNSpPG+cggm03iXPVwt9LtHdF6V9obmFaYGCqtyJYECJYRXhQFBUE/kZH8QD+Ou+FuQrMCArep6ctBLxbSUtUFLUoP34ySuKG3AkZIa276oPVYgH6DAcYAWDPq06ZZu+XFgpjwvXXiWeMe+7GjAeD83WXAaoJlf1xbku1pm1iZTfp42ylY1oZXLwXmtOZV8kQifKoeS9DwAkE6F3bmcgQNJIbe+cGjxtyyNATttRNaOk7QJv+GDpG15X7xUa6uoM4gZEP9va1/bIFxkadOYk9BgC43ByIVTxYyE64g2HCRZj/8tuD0ZJqfDi1+ng8vz1Wk22Vf2jf1gCTtjl+wnu2YjJlnF/rC/7CnqRd+jYRQvrVFv1XPEXlV08QyyBMP+</latexit>

Example: QGP � ⇡ 5MeV

<latexit sha1_base64="A4l6zkbRww227v2txrLnbc3aWYA=">AAACkXicbVFNaxsxEJW3H0ndL6c5tgdRU+ihmN2S0uRm2kuhFFKonYC1mFl5di0iaRdpNo1Z9tJf02v7b/pvKq8NTZwOCD3ee8NIb7JKK09x/KcX3bl77/7e/oP+w0ePnzwdHDyb+rJ2Eiey1KU7z8CjVhYnpEjjeeUQTKbxLLv4uNbPLtF5VdpvtKowNVBYlSsJFKj54IXwqjAgoKpcecXfiTdcEF5R8wWn7XwwjEdxV/w2SLZgyLZ1Oj/opWJRytqgJanB+1kSV5Q24EhJjW1f1B4rkBdQ4CxACwZ92nTfaPmrwCx4XrpwLPGOvd7RgPF+ZbLgNEBLv6utyf9qmdmZTPlx2ihb1YRWbgbnteZU8nVGfKEcStKrAEA6Fd7O5RIcSApJ9oVDi99laQzYRSOydpakTbgNHyZty/viulpbRZ1BLIH4P1t70wZhRxubxpyEBltoDEYunCqWJFxHrBeS7MZ/G0zfjpKj0cnXo+H4eLuaffacvWSvWcLeszH7xE7ZhEn2g/1kv9jv6DA6icbRh4016m17DtmNij7/Bb1eyns=</latexit>

⌧c ⇡ 5 fm

<latexit sha1_base64="tLPSLG4e6KVDRL7+6gor2Vjylc8=">AAACkHicbVFNbxMxEHWWrxK+0nLsxSJC4oCiXdSKcKKIC+JUJNJWilfRrDObWPXHyp6FRqs98Gu4ws/h3+BsItGmjGT56b03GvtNUWkVKE3/9JI7d+/df7D3sP/o8ZOnzwb7B2fB1V7iRDrt/EUBAbWyOCFFGi8qj2AKjefF5ce1fv4NfVDOfqVVhbmBhVWlkkCRmg0OBUE9kwKqyrsrfixec0F4RU1p2tlgmI7SrvhtkG3BkG3rdLbfy8XcydqgJakhhGmWVpQ34ElJjW1f1AErkJewwGmEFgyGvOl+0fKXkZnz0vl4LPGOvd7RgAlhZYroNEDLsKutyf9qhdmZTOU4b5StakIrN4PLWnNyfB0RnyuPkvQqApBexbdzuQQPkmKQfeHR4nfpjAE7b0TRTrO8ibfhw6xteV9cV2urqDOIJRD/Z2tv2iCuaGPTWJLQYBcao5ELrxZLEr4j1gvJduO/Dc7ejLKj0bsvR8OT8XY1e+yQvWCvWMbeshP2iZ2yCZPsB/vJfrHfyUEyTt4nHzbWpLftec5uVPL5LxXCyjc=</latexit>

⇒ Instability occurs if ⌃� = 15MeV

<latexit sha1_base64="2ef9aBSGHwNMigIUBMqw1GNQ7YU=">AAACj3icbVFdixMxFE3Hr7V+tfqmL8Ei+CBlRlZ2fVAKvuiDsKLtLjRDuZPe6YRNMkNyRy3DgL/GV/07/hvTacHdrhdCDuecy03OzSqtPMXxn1507fqNm7cObvfv3L13/8Fg+HDmy9pJnMpSl+4sA49aWZySIo1nlUMwmcbT7PzdRj/9is6r0n6hdYWpgZVVuZJAgVoMHovPamVgIWSh3iSvxAtB+J2ajzhrF4NRPI674ldBsgMjtquTxbCXimUpa4OWpAbv50lcUdqAIyU1tn1Re6xAnsMK5wFaMOjTpvtEy58FZsnz0oVjiXfsxY4GjPdrkwWnASr8vrYh/6tlZm8y5cdpo2xVE1q5HZzXmlPJNwnxpXIoSa8DAOlUeDuXBTiQFHLsC4cWv8nSGLDLRmTtPEmbcBs+StqW98VFtbaKOoMogPg/W3vZBmFDW5vGnIQGu9IYjFw4tSpIuI7YLCTZj/8qmL0cJ4fj158OR5Pj3WoO2BP2lD1nCTtiE/aenbApk+wH+8l+sd/RMDqK3kaTrTXq7XoesUsVffgLVk3Jbg==</latexit>

Unstable helicity modes: ⇒ hHk�i =
�u0

2
e⌫0kt��t

<latexit sha1_base64="0bj0iUwGQHN26jnD3xWWZEUBC54=">AAACwXicbVHLahsxFJUnfaTuy2mX3YiaQjc1MyGQdFEIZJNFFynUScCaDnc0GltY0gzSnRYj9FP9mnaZfkk1tqGJ0wtCR+ccvc4tWyUdpunvQbL34OGjx/tPhk+fPX/xcnTw6tI1neViyhvV2OsSnFDSiClKVOK6tQJ0qcRVuTzr9avvwjrZmK+4akWuYW5kLTlgpIrRZwZR9kwDLjgofx4Kz0q6ZCqeUUEIn1htgfvtmnZFGvxhEN88MxHTJcUPzMm5BoqhGI3TSboueh9kWzAm27ooDgY5qxreaWGQK3BulqUt5h4sSq5EGLLOiRb4EuZiFqEBLVzu198O9F1kKlo3Ng6DdM3e3uFBO7fSZXT233O7Wk/+Vyv1zs1Yn+RemrZDYfjm4rpTFBvaZ0oraQVHtYoAuJXx7ZQvIMaGMfkhs8KIH7zRGkwVww2zLPdx1nSchUCH7LbaGYlrA1sA0n+2cNfWN21jU6LG2BwzVyIaKbNyvkBm10TfkGw3/vvg8nCSHU0+fjkan55sW7NP3pC35D3JyDE5JefkgkwJJz/JL3JD/iRniUzaxG6syWC75zW5U4n/C5MH3r0=</latexit>

hHi = 0

<latexit sha1_base64="ba5f0Ls0hytuYqMwzgGmORuuGBg=">AAACiXicbVFNaxsxEJW3X6nTD6ftrRdRU+jJ7JZA3UIhkEuOKdRJwFrMrDxri0jaRZptcRf9l17bf9R/U+3a0MTpgNDjvTfM8KaotfKUpn8Gyb37Dx4+Ong8PHzy9Nnz0dGLC181TuJMVrpyVwV41MrijBRpvKodgik0XhbXp51++Q2dV5X9SpsacwMrq0olgSK1GL0SEOVWGKC1BN2ehfA5XYzG6STti98F2Q6M2a7OF0eDXCwr2Ri0JDV4P8/SmvIWHCmpMQxF47EGeQ0rnEdowaDP2379wN9GZsnLysVniffszY4WjPcbU0Rnt6bf1zryv1ph9iZTOc1bZeuG0Mrt4LLRnCreZcOXyqEkvYkApFNxdy7X4EBSTHAoHFr8LitjwC5bUYR5lrfxN3ychcCH4qbaWEW9QayB+D9buG3rwt/aNJYkNNiVxmjkwqnVmoTriRAPku3HfxdcvJ9kx5OPX47HJ9PdaQ7Ya/aGvWMZ+8BO2Bk7ZzMm2Q/2k/1iv5PDJEumyaetNRnsel6yW5Wc/gXsV8eP</latexit>
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Generation of intense EM field in relativistic 
heavy-ion collisions at finite θ
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EM FIELD OF VALENCE CHARGES AT FINITE Θ

valence electric charges

✓
<latexit sha1_base64="D6R9D5qWYsf/x4P1p+BGOMAy74c=">AAAB/XicdVBNS8NAEN34WetX1aOXxSJ4Ckkt1t4KXjxWsB/QhrLZbtq1m03YnQglFP+CV717E6/+Fq/+ErdpBC36YODx3gwz8/xYcA2O82GtrK6tb2wWtorbO7t7+6WDw7aOEkVZi0YiUl2faCa4ZC3gIFg3VoyEvmAdf3I19zv3TGkeyVuYxswLyUjygFMCRmr3YcyADEplx65nwAtSq+ak7mLXdjKUUY7moPTZH0Y0CZkEKojWPdeJwUuJAk4FmxX7iWYxoRMyYj1DJQmZ9tLs2hk+NcoQB5EyJQFn6s+JlIRaT0PfdIYExnrZm4t/en64tBmCSy/lMk6ASbpYHCQCQ4TnUeAhV4yCmBpCqOLmdkzHRBEKJrCiCeX7c/w/aVds99yu3FTLjYs8ngI6RifoDLmohhroGjVRC1F0hx7RE3q2HqwX69V6W7SuWPnMEfoF6/0L2CuWWQ==</latexit>
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EM FIELD OF A POINT CHARGE AT EARLY TIME

2

Cherenkov radiation that exist only in the chiral medium. This is in striking contrast with the

collisional energy loss in non-chiral medium which is independent of the particle’s energy in the

ultra-relativistic limit. We also argue that in a wide range of particle energies, quantum corrections

due to the recoil e↵ects are small.

The collisional energy loss spectrum is given by Eqs. (10)–(18). It contains the anomalous

contribution, mostly due to the chiral Cherenkov radiation, which is clearly seen in Fig. 1 for

Quark-Gluon Plasma and in Fig. 2 for a Weyl semimetal. In the later case the photon spectrum is

strongly enhanced in the ultraviolet and X-ray regions which makes it amenable to experimental

investigation.

II. ELECTROMAGNETIC FIELDS IN CHIRAL MEDIUM

Electrodynamics of isotropic chiral medium is characterized by the emergence of the anomalous

current proportional to the magnetic field viz. jA = ��B, where �� is the chiral conductivity

[1, 10]. As a result, the field equations for a point charge q moving in the positive z direction with

constant velocity v read:

r⇥B = @tD + ��B + qvẑ�(z � vt)�(b) , (1a)

r ·D = q�(z � vt)�(b) , (1b)

r⇥E = �@tB , (1c)

r ·B = 0 , (1d)

where b denotes the transverse components of the position vector r. The solution to (1) with

D! = ✏(!)E!, where Ez = 1
2⇡

R1
�1Ez!e�i!td! etc., was derived in [8] as a superposition of the

helicity states � = ±1, which are the eigenstates of the curl operator in the Cartesian coordinates:

B(r, t) =

Z
d2k?d!

(2⇡)3
eik·r�i!t

X

�

✏�k
qẑ · ✏⇤

�k�k

k2? + !2(1/v2 � ✏)� ���k
, (2a)

E(r, t) =

Z
d2k?d!

(2⇡)3
eik·r�i!t

 
X

�

✏�k
iq!ẑ · ✏⇤

�k

k2? + !2(1/v2 � ✏)� ���k
+ k̂

q

ivk"

!
, (2b)

where k = k? + (!/v)ẑ is the wave vector, k =
q
k2? + !2/v2 its length and ✏�k are the circular

polarization vectors satisfying the conditions ✏�k · ✏⇤
µk = ��µ, ✏�k · k = 0 and the identity

ik̂ ⇥ ✏�k = �✏�k . (3)

3

Summations over � are performed using the polarization sums given in Appendix of [8]. The space-

time dependence of the electromagnetic field given by the integrals (2a),(2b) was approximately

evaluated in [8, 11, 12] assuming the low frequency limit of a conductor ✏ = 1 + i�/! and used to

compute the e↵ect of the chiral anomaly on the magnetic field produced in relativistic heavy-ion

collisions.

To compute the energy loss we need only the frequency components of the fields, see (10). These

can be computed exactly. For illustration, consider

B!(r) =

Z
d2k?
(2⇡)2

q k ei!z/v+ik?·b

[k2? + !2(1/v2 � ✏)]2 � (��k)2

⇥
(
[k2? + !2(1/v2 � ✏)]

X

�

�✏�k(ẑ · ✏⇤
�k) + ��k

X

�

✏�k(ẑ · ✏⇤
�k)

)
(4)

Its azimuthal component is

B�!(r) =

Z
d2k?
(2⇡)2

q k ei!z/v+ik?·b

[k2? + !2(1/v2 � ✏)]2 � (��k)2

⇥
⇢
[k2? + !2(1/v2 � ✏)]

�ik?
k

cos ✓ + ��k
�kzk?
k2

sin ✓

�
, (5)

where k? · b = k?b cos ✓. Integration over ✓ and then over k? yields (6a) below. Other field

components an be obtained in a similar way with the following result:

B�!(r) =
q

2⇡

ei!z/v

k21 � k22

2X

⌫=1

(�1)⌫+1k⌫(k
2
⌫ � s2)K1(bk⌫) , (6a)

Bb!(r) =��
q

2⇡

i!

v

ei!z/v

k21 � k22

2X

⌫=1

(�1)⌫k⌫K1(bk⌫) , (6b)

Bz!(r) =��
q

2⇡

ei!z/v

k21 � k22

2X

⌫=1

(�1)⌫+1k2⌫K0(bk⌫) , (6c)

Ez!(r) =
q

2⇡

i!

v2✏

ei!z/v

k21 � k22

2X

⌫=1

(�1)⌫+1
⇥
(v2✏� 1)(k2⌫ � s2)� �2

�

⇤
K0(bk⌫) , (6d)

Eb!(r) =
q

2⇡

1

v✏

ei!z/v

k21 � k22

2X

⌫=1

(�1)⌫+1k⌫
�
k2⌫ � s2 � �2

�

�
K1(bk⌫) , (6e)

E�!(r) =vBb!(r) , (6f)

where

k2⌫ = s2 �
�2
�

2
+ (�1)⌫��

s

!2✏+
�2
�

4
(7)

with ⌫ = 1, 2 and

s2 = !2

✓
1

v2
� ✏(!)

◆
. (8)

Maxwell-Chern-Simons equations

Can be solved for constant chiral conductivity

B� =
eb

8⇡x2�
e
� b2�

4x�


� cos

✓
b2��
4x�

◆
+ �� sin

✓
b2��
4x�

◆�
High energy approximation:

B#

Br
Bz v
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FIG. 2: Magnetic field of a point charge as a function of time t at z = 0. (Free space contribution is not

shown). Electrical conductivity � = 5.8 MeV. Solid line on both panels corresponds to B = B� at �� = 0.

Broken lines correspond to B� (dashed), Br (dashed-dotted) and Bz (dotted) with �� = 15 MeV on the left

panel and �� = 1.5 MeV on the right panel. Note that the vertical scale on the two panels is di↵erent.

we find for the longitudinal field component:

Bz =
eb

4⇡x�
e
� b2�

4x�


� sin

✓
b2��
4x�

◆
� �� cos

✓
b2��
4x�

◆�
. (67)

It is seen in (65) and (67) that the field components Br and Bz are generated only at a finite chiral

conductivity ��.

Eqs. (62),(63) and (67) is the main result of this paper. It shows that at finite ��, magnetic

field of a point charge acquires two components that are absent in the chirally neutral medium:

the radial and the longitudinal components. All field components oscillate at early times. This is

clearly seen in Fig. 2. The Bz and Br components change sign at light-cone times

x(n)� =
b2��

4[arctan ��

� + ⇡n]
, n = 0, 1, . . . , (68)

while the B� components changes sign at

x̃(n)� =
b2��

4[� arctan �
��

+ ⇡n]
, n = 0, 1, . . . , (69)

The latest oscillation corresponds to n = 0; it increases with ��.

VI. DISCUSSION AND SUMMARY

There are two major results presented in this paper.

(i) I showed that solutions to the Maxwell equations are not stable in the presence of the chirality

imbalance. It is possible that electromagnetic field collapses into a set of magnetic knots. This

B#

B#

Br

Bz σ$=0.26σ

σ$=2.6σ

OSCILLATIONS OF EM FIELD AT EARLY TIMES
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EM AT LATER TIMES

6

The result is

B�(r, t) =
qv

8⇡2

Z +1

�1
dkze

ikz(z�vt)

⇥
X

�=±1

q
k2z/�

2 � i�kzv + ���kz K1

✓
b
q
k2z/�

2 � i�kzv + ���kz

◆
. (21)

This equation is plotted in Fig. 1 for t < ⌧c. The other components of the magnetic and electric

field can be computed in a similar way [1, 2].

Employing a stronger approximation � ⌧ k? ⌧ kz ⌧ �� and integrating in (19) first over kz

and then over k? obtains a simple formula [1, 2]

B�(r, t) ⇡
Z

dk?k?
(2⇡)2

Z +1

�1
dkz

qvk?eikz(z�vt)J1(k?b)⇥
k2? � i�kzv

⇤2 � (��k)2

⇥
k2? � i�kzv

⇤

=
qb

8⇡⇣2
exp

✓
�b2�

4⇣

◆
� cos

✓
b2��
4⇣

◆
+ �� sin

✓
b2��
4⇣

◆�
, (22)

Eq. (22) is a very good approximation of (21) in the relativistic heavy-ion collision kinematics.

V. ELECTROMAGNETIC FIELD AT LATER TIMES

To study the late time t � ⌧c behavior of the electromagnetic field, one can regard the chiral

conductivity ��(t) as a random process and hence (11a) becomes a stochastic equation describ-

ing time-evolution of the field amplitude with momentum k and polarization �. Introducing an

auxiliary variable x = ��ke�t/2 one can cast (11a) in the form

ẍ(t) + !2[1 + ↵⇠(t)]x(t) = �kJ�k(t)e
�t/2 , (23)

where

!2 = k2 � �2

4
, ↵ = ��k

!2
⌃� , ⇠(t) =

��
⌃�

. (24)

Eq. (23) describes the one-dimensional harmonic oscillator with random frequency. It does not have

an analytical solution. However, one can deduce from it a set of ordinary di↵erential equations for

the expectation value of the amplitude moments [13]. In particular, assuming ↵ ⌧ 1, the average

value of x satisfies the equation

@2
t hx(t)i+

1

2
c2↵

2!@t hx(t)i+
✓
1� 1

2
↵2c1

◆
!2 hx(t)i = �kJ�k(t)e

�t/2(1 + ↵2c0) . (25)

where
<latexit sha1_base64="bfrBcisBrLvt+4i1PiiN//0nSMs=">AAACkHicbVDLbhMxFHWGVxleaVmysYiQ2gVhpkI0m4oCG8SGIpG2UjxEtucmsWJ7RvYdILLms/gYxBb+AyeNRJNyJUtH56F7fUStlccs+9lJbty8dfvOzt303v0HDx91d/fOfNU4CUNZ6cpdCO5BKwtDVKjhonbAjdBwLubvlvr5V3BeVfYzLmooDJ9aNVGSY6TG3Y9MGPp2HJiOmZIzQeftMf2+SezjQbQxqL3SMbShwZfwnHk1NZzii8N23O1l/Ww19DrI16BH1nM63u0csLKSjQGLUnPvR3lWYxG4QyU1tClrPNRczvkURhFabsAXYfXzlj6LTEknlYvPIl2xVxOBG+8XRkSn4Tjz29qS/K8mzNZmnAyKoGzdIFh5uXjSaIoVXdZKS+VAol5EwKVT8XYqZ9xxibH8lDmw8E1WxnBbBibaUV6EsKy+l7ctTdlVtbEKVwY240j/2do0lptvV3kdnB3281f9/NPL3slgXfMOeUKekn2SkyNyQt6TUzIkkvwgv8hv8ifZSwbJ6+TNpTXprDOPycYkH/4CPkvJog==</latexit>
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where

c0(!) =

Z 1

0
K(⌧) sin(!⌧)[1� cos(!⌧)]d(!⌧) , (26a)

c1(!) =

Z 1

0
K(⌧) sin(2!⌧)d(!⌧) , (26b)

c2(!) =

Z 1

0
K(⌧)[1� cos(2!⌧)]d(!⌧) . (26c)

with the autocorrelation function K(⌧) = h⇠(t)⇠(t� ⌧)i. Eq. (25) can be converted into the equa-

tions for the average of the amplitude ��k:

@2t h��ki+
✓
� +

↵2

2
c2!

◆
@t h��ki+

✓
!2 +

�2

4
� ↵2

2
c1!

2 +
↵2

4
c2�!

◆
h��ki

= �kJ�k(t)(1 + ↵2c0) . (27)

The terms proportional to ↵2 represent contributions of the fluctuating chiral conductivity. Solution

to (27) is

h��k(t)i =
qvẑ · ✏⇤�k�k(1 + ↵2c0)e�ikzvt

k2 � (kzv)2 � i�kzv + ↵2Q(!)
. (28)

were a shorthand notation is used

Q(!) =
1

4

�
c2�! � 2ic2kzv! � 2c1!

2
�
. (29)

Substituting (28) into (3a) yields the magnetic field:

hB(r, t)i =
X

�

Z
d3k

(2⇡)3
eikz(z�vt)eik?·b qv✏�k(ẑ · ✏⇤�k)�k(1 + ↵2c0)

k2 � (kzv)2 � i�kzv + ↵2Q(!)
, (30)

The z-component of the magnetic field vanishes due to (A11). Its b component vanishes when (A21)

is substituted into (30) and integrated over the azimuthal angle  . Using (A20) the azimuthal

component of the magnetic field is

hB�(r, t)i =
Z

d3k

(2⇡)3
eikz(z�vt)eik?·b (�ik · b̂)qv(1 + ↵2c0)

k2 � (kzv)2 � i�kzv + ↵2Q(!)
. (31)

The electric field is obtained using (3b), (8) and (28):

hE(r, t)i =
Z

d3k

(2⇡)3
eik?·b�ikz(vt�z)

(
�
X

�

�

k

(�ikzv)qv✏�k(ẑ · ✏⇤�k)�k(1 + ↵2c0)

k2 � (kzv)2 � i�kzv + ↵2Q(!)
� ik

k2"kzv

)
(32)

In particular, employing (A8) and (A19) the non-vanishing components are

hEz(r, t)i = q

Z
d3k

(2⇡)3
eik?·b�ikz(vt�z) ikz

k2
k2

�
v2 � "�1

kzv

�
� ↵2Q(!)"�1

kzv
+ ↵2c0k2?v

2

k2 � (kzv)2 � i�kzv + ↵2Q(!)
, (33)

hEb(r, t)i = �q

Z
d3k

(2⇡)3
eik?·b�ikz(vt�z) ik · b̂

k2

�
k2 + ↵2Q(!)

�
"�1
kzv

+ ↵2c0k2zv
2

k2 � (kzv)2 � i�kzv + ↵2Q(!)
. (34)

At later times needs to sum over fluctuations of the topological charge 
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FIG. 1: Azimuthal component of magnetic field (left panels) and its absolute value (right panels) at ⌧c = 2 fm

(vertical dotted line). Solid lines:
⌦
�2
�(t)

↵1/2
= ⌃� 6= 0 as indicated on each panel, dashed lines:

⌦
�2
�(t)

↵
= 0.

The minima of the right panels are the zeros of the field at which it reverses its direction, as shown in the

inset in the lower right panel. Other parameters: � = 100, ��1 = 34 fm, b = 7.4 fm, z = 0.

result given by (30),(33) and (34) is derived. In the relativistic heavy-ion collisions kinematics the

field expressions reduce to (35). Fig. 1 is the graphic representation of the magnetic field produced

in a typical heavy-ion collision by a single valence quark. One observes that the field oscillations

at early times, first observed in [1], may persist at later times at large chiral conductivity. If the

chiral conductivity is indeed that large, observation of the chiral magnetic [14, 15] and associated

e↵ects [16] in relativistic heavy-ion collisions becomes especially challenging.

Throughout the paper the topological charge density has been assumed to be spatially homoge-

neous [4, 5]. In practice this might not be a good approximation if more than one CP-odd domain

is produced in a single heavy-ion collision. The impact of spatial and temporal variations as well

as the quantum interference e↵ects deserve a dedicated analysis. Furthermore, throughout the

paper it is assumed that the electrical conductivity is constant. This is clearly not the case in

a realistic heavy-ion collisions. One should be mindful of these limitations when considering the

phenomenological applications of the results of this work.
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Fast particles in chiral media: chiral Cherenkov 
radiation
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PARTICLE RADIATION IN MATTER: CHERENKOV 
AND TRANSITION RADIATION

Classical Cherenkov radiation is 
emitted by a charged particle that 
moves faster than the phase 
velocity of light: vn>1

Kirill Tuchin Phys. 572 Lecture Notes 75

There are two interesting limiting cases. In free space � ! 0 and we have

B� =
q

c⇡
⇡�

Z 1

0
J1(xb)x e

�x(z/v�t) dx =
q�

c

b

(b2 + �2(z/v � t)2)3/2
. (7.23)

This is precisely the magnetic field of a uniformly moving charge in free space, i.e. boosted Coulomb potential. If the
medium is a very good conductor, then we can expand the square roots in (7.22):

B� =
q

c⇡

2⇡

�

Z 1

0
J1(xb)x

2 exp

⇢
1

2
��2

✓
2x2

�2�2

◆⇣z
v
� t

⌘�
dx =

q

c

b�

2( zv � t)2
exp

⇢
�

b2�

4(t� z
v )

�
. (7.24)

This is reminiscent of quasi-static fields that we discussed in Ch. 4, see in particular (4.41). This is not surprising
because the quasi-static approximation is applicable to good conductors.

• Additional reading: http://arxiv.org/pdf/1305.5806.pdf.

§2. Cherenkov radiation.

A. Electromagnetic field in the radiation zone.

To understand what electromagnetic radiation by a fast particle in medium, we need to examine the electromagnetic
field, which we computed in the previous section, in the radiation zone sr? � 1. Recall the asymptotic behavior of
the modified Bessel functions at large values of argument, see (1.180)

K⌫(sr?) =

r
⇡

2sr?
e�sr? . (7.25)

Clearly, the integral over ! in (7.14)–(7.17) is convergent only if Re s > 0. Suppose that the medium is transparent,
i.e. ✏ is a real function. Then there are two possibilities. (i) ��2 > ✏(!). Then, s is real and the wave decays
exponentially. In this case there is no radiation. (ii) ��2 < ✏(!) (velocity of particle is larger than the speed of light
in the medium). In such a case, electromagnetic field decreases as 1/

p
r?, which gives finite contribution to the power

at large r?, and corresponds to a cylindrical wave.
Let us investigate the case ��2 < ✏(!) in more detail. We have from (7.11)

s = ±
i!

c

r
✏(!)�

1

�2
. (7.26)

To decide which sign is physical, we need to take into account a small imaginary part of ✏. Writing ✏ = ✏0 + i✏00 and
expanding (7.26) in ✏00 we get

s = ±
i!

c

r
✏0 �

1

�2

✓
1 +

i✏00

2(✏0 � ��2)

◆
. (7.27)

Since ✏00 > 0 (see text after (5.117)) and ✏0 > ��2 the real part of s is positive only if we choose the minus sign in
(7.26).

Now, consider the phase of a monochromatic component of electromagnetic field in the radiation zone, which can
be read o↵ (7.14)–(7.16) and (7.25):

exp
n
i!

⇣z
v
� t

⌘
� sr?

o
= exp

n
�i!t+ ikzz + ikzr?

p
�2✏� 1

o
, (7.28)

where we used the dispersion relation ! = kzv and (7.27). On the other hand, phase (7.28) is a solution to Lorentz-
invariant wave equation. Therefore it must have form �ikµxµ = �i!t + k · r. Let ✓ be the polar angle of k with
respect to z-axis. Then, kz = k cos ✓ and k? = k sin ✓ = kz tan ✓. Hence, k · r = kzz + kzr? tan ✓. Comparing this
with (7.28) we conclude that tan ✓ =

p
�2✏� 1. This implies that

cos ✓ =
1

�
p
✏
=

1

�n
, (7.29)

where in transparent medium
p
✏ is just the index of refraction. We observe that electromagnetic field in the radiation

zone has a form of a wave propagating at angle ✓, given by (7.29), to the fast particle velocity v = vẑ. Therefore, if
�n > 1, a charged particle moving through transparent medium with constant velocity emits electromagnetic waves
with frequency ! and at angle ✓. This is the Cherenkov radiation.

Notice that in view of (7.7) and (7.5), Bk! · v = Bk! · k = Ek! · k = 0.

Classical transition radiation is emitted 
by a charged particle that moves 
through inhomogeneous matter.
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33. Passage of particles through matter 33

33.7. Cherenkov and transition radiation [33,77,78]

A charged particle radiates if its velocity is greater than the local phase velocity of
light (Cherenkov radiation) or if it crosses suddenly from one medium to another with
different optical properties (transition radiation). Neither process is important for energy
loss, but both are used in high-energy and cosmic-ray physics detectors.

θc

γc

η

Cherenkov wavefront

Particle velocity   v = βc

v =
 v g

Figure 33.26: Cherenkov light emission and wavefront angles. In a dispersive
medium, θc + η != 900.

33.7.1. Optical Cherenkov radiation :

The angle θc of Cherenkov radiation, relative to the particle’s direction, for a particle
with velocity βc in a medium with index of refraction n is

cos θc = (1/nβ)

or tan θc =
√

β2n2 − 1

≈
√

2(1 − 1/nβ) for small θc, e.g . in gases. (33.43)

The threshold velocity βt is 1/n, and γt = 1/(1−β2
t )1/2. Therefore, βtγt = 1/(2δ+δ2)1/2,

where δ = n − 1. Values of δ for various commonly used gases are given as a function of
pressure and wavelength in Ref. 79. For values at atmospheric pressure, see Table 6.1.
Data for other commonly used materials are given in Ref. 80.

Practical Cherenkov radiator materials are dispersive. Let ω be the photon’s frequency,
and let k = 2π/λ be its wavenumber. The photons propage at the group velocity
vg = dω/dk = c/[n(ω) + ω(dn/dω)]. In a non-dispersive medium, this simplies to
vg = c/n.

In his classical paper, Tamm [81] showed that for dispersive media the radiation is
concentrated in a thin conical shell whose vertex is at the moving charge, and whose
opening half-angle η is given by

cot η =

[

d

dω
(ω tan θc)

]

ω0

=

[

tan θc + β2ω n(ω)
dn

dω
cot θc

]

ω0

, (33.44)

where ω0 is the central value of the small frequency range under consideration.
(See Fig. 33.26.) This cone has a opening half-angle η, and, unless the medium is
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Figure 33.27: X-ray photon energy spectra for a radiator consisting of 200 25µm
thick foils of Mylar with 1.5 mm spacing in air (solid lines) and for a single
surface (dashed line). Curves are shown with and without absorption. Adapted
from Ref. 88.
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1→2 PROCESSES IN CHIRAL MATTER

The dispersion relation

Radiative instability of quantum electrodynamics in chiral matter

Kirill Tuchin1

1Department of Physics and Astronomy, Iowa State University, Ames, IA 50011, USA

(Dated: June 29, 2018)

Modification of the photon dispersion relation in chiral matter enables 1 ! 2 scattering.

As a result, the single fermion and photon states are unstable to photon radiation and

pair production respectively. The corresponding spectra are derived in the ultra-relativistic

approximation. It is shown that the polarization of the produced and decayed photons is

determined by the sign of the chiral conductivity. Impact of a flat thin domain wall on the

spectra is computed.

I. INTRODUCTION

One of the macroscopic manifestations of the chiral anomaly of QCD is the emergence of the

topological CP -odd domains in hot nuclear matter [1]. QED is coupled to these domains via its

own chiral anomaly. This is represented by the triangular diagrams that involve two photon fields

and the axial current generated by the topological fluctuations of the gluon field. The axial current

rapidly increases with temperature which triggers a variety of non-trivial electromagnetic e↵ects

in quark-gluon plasma [2].

At a more fundamental level, the chiral anomaly makes photon topologically massive [3]. Con-

sequently, single photon and fermion states become unstable. Recall that photon radiation by a

charged fermion in vacuum f(p) ! f(p0) + �(k) and the cross-channel process of pair production

in vacuum �(k) ! f(p0) + f̄(p) are prohibited by momentum conservation.⇤ Indeed in the rest

frame of one of the fermions k2 = (p± p0)2 = 2m(m± "). The right-hand-side never vanishes since

" > m, whereas in the left-hand-side k2 = 0 [4]. In chiral matter, i.e. in a matter supporting the
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⇤ p, p0 and k are four-momenta with the components p = (",p), p0 = ("0,p0) and k = (!,k).
† In covariant form k2 = ��
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µ
0 in the matter rest frame.

→ photon becomes space- or timelike

Radiative instability of quantum electrodynamics in chiral matter

Kirill Tuchin1

1Department of Physics and Astronomy, Iowa State University, Ames, IA 50011, USA

(Dated: June 29, 2018)

Modification of the photon dispersion relation in chiral matter enables 1 ! 2 scattering.

As a result, the single fermion and photon states are unstable to photon radiation and

pair production respectively. The corresponding spectra are derived in the ultra-relativistic

approximation. It is shown that the polarization of the produced and decayed photons is

determined by the sign of the chiral conductivity. Impact of a flat thin domain wall on the

spectra is computed.

I. INTRODUCTION

One of the macroscopic manifestations of the chiral anomaly of QCD is the emergence of the

topological CP -odd domains in hot nuclear matter [1]. QED is coupled to these domains via its

own chiral anomaly. This is represented by the triangular diagrams that involve two photon fields

and the axial current generated by the topological fluctuations of the gluon field. The axial current

rapidly increases with temperature which triggers a variety of non-trivial electromagnetic e↵ects

in quark-gluon plasma [2].

At a more fundamental level, the chiral anomaly makes photon topologically massive [3]. Con-

sequently, single photon and fermion states become unstable. Recall that photon radiation by a

charged fermion in vacuum f(p) ! f(p0) + �(k) and the cross-channel process of pair production

in vacuum �(k) ! f(p0) + f̄(p) are prohibited by momentum conservation.⇤ Indeed in the rest

frame of one of the fermions k2 = (p± p0)2 = 2m(m± "). The right-hand-side never vanishes since

" > m, whereas in the left-hand-side k2 = 0 [4]. In chiral matter, i.e. in a matter supporting the

CP -odd domains, the chiral anomaly modifies the photon dispersion relation as [5–8]†

k2 = ����|k| , (1)

where � and k are photon helicity and momentum and �� is the chiral conductivity [9–11]. This

opens the 1 ! 2 scattering channels, viz. the pair-production if k2 > 0 and the photon radiation

if k2 < 0. Thus, single-particle states in chiral matter are unstable with respect to spontaneous

⇤ p, p0 and k are four-momenta with the components p = (",p), p0 = ("0,p0) and k = (!,k).
† In covariant form k2 = ��

p
(n · k)2 � n2k2, where nµ = ���

µ
0 in the matter rest frame.

forbidden in vacuum, but allowed in chiral medium

Radiative instability of quantum electrodynamics in chiral matter

Kirill Tuchin1

1Department of Physics and Astronomy, Iowa State University, Ames, IA 50011, USA

(Dated: June 29, 2018)

Modification of the photon dispersion relation in chiral matter enables 1 ! 2 scattering.

As a result, the single fermion and photon states are unstable to photon radiation and

pair production respectively. The corresponding spectra are derived in the ultra-relativistic

approximation. It is shown that the polarization of the produced and decayed photons is

determined by the sign of the chiral conductivity. Impact of a flat thin domain wall on the

spectra is computed.

I. INTRODUCTION

One of the macroscopic manifestations of the chiral anomaly of QCD is the emergence of the

topological CP -odd domains in hot nuclear matter [1]. QED is coupled to these domains via its

own chiral anomaly. This is represented by the triangular diagrams that involve two photon fields

and the axial current generated by the topological fluctuations of the gluon field. The axial current

rapidly increases with temperature which triggers a variety of non-trivial electromagnetic e↵ects

in quark-gluon plasma [2].

At a more fundamental level, the chiral anomaly makes photon topologically massive [3]. Con-

sequently, single photon and fermion states become unstable. Recall that photon radiation by a

charged fermion in vacuum f(p) ! f(p0) + �(k) and the cross-channel process of pair production

in vacuum �(k) ! f(p0) + f̄(p) are prohibited by momentum conservation.⇤ Indeed in the rest

frame of one of the fermions k2 = (p± p0)2 = 2m(m± "). The right-hand-side never vanishes since

" > m, whereas in the left-hand-side k2 = 0 [4]. In chiral matter, i.e. in a matter supporting the

CP -odd domains, the chiral anomaly modifies the photon dispersion relation as [5–8]†

k2 = ����|k| , (1)

where � and k are photon helicity and momentum and �� is the chiral conductivity [9–11]. This

opens the 1 ! 2 scattering channels, viz. the pair-production if k2 > 0 and the photon radiation

if k2 < 0. Thus, single-particle states in chiral matter are unstable with respect to spontaneous

⇤ p, p0 and k are four-momenta with the components p = (",p), p0 = ("0,p0) and k = (!,k).
† In covariant form k2 = ��

p
(n · k)2 � n2k2, where nµ = ���

µ
0 in the matter rest frame.

Pair production: ) ��� < 0

Photon radiation: k2 < 0 ) ��� > 0

Let field θ be homogenous and weekly time-dependent

In radiation gauge:

✓̇ = const

r2A = @2
tA� ��r⇥A
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A solution to (12) can be written as

' = eik?·x? exp

⇢
�i

1

2!

Z z

0

⇥
k2? � ��(z

0)!�
⇤
dz0

�
. (14)

It follows from (9) that

'0 = �e� · k?
!

' . (15)

Substituting (14) and (15) into (8) yields the photon wave function in the high energy approxima-

tion

A =
1p
2!V

✏� e
i!z+ik?·x?�i!t exp

⇢
�i

1

2!

Z z

0

⇥
k2? � ��(z

0)!�
⇤
dz0

�
, (16)

where the polarization vector

✏� = e� � e� · k?
!

ẑ . (17)

Clearly, ✏� · k = 0 up to the terms of order k2?/!
2 and ��/!. If the scattering process happens

entirely within a single domain, then the chiral conductivity is constant. However, if a domain

wall is located at, say, z = 0, than the chiral conductivity is di↵erent at z < 0 and z > 0. This is

why a possible z-dependence of �� is indicated in (16). Even though the boundary conditions on

the domain wall induce a reflected wave, it can be neglected in the ultra-relativistic approximation

[12, 17].

It is seen in (1) that half of the infrared modes |k| < ��� have Im! > 0 implying exponential

growth of the corresponding wave function with time. This infrared instability and its applications

are discussed in many recent publications [2, 6, 18? –33]. However, it is only tangentially related

to the radiative instability discussed in this paper, even though both originate from the same

dispersion relation. In particular, the infrared instability can be ignored in the ultra-relativistic

limit ! � k? � |��| because equation

kz ⇡ ! � 1

2!

�
k2? � ���!

�
(18)

has only real solutions.

III. FERMION WAVE FUNCTION

The free fermion wave function  at high energy " � p?,m can be obtained using the same

procedure. Since it satisfies the Dirac equation we are looking for a solution in the form

 =
1p
2"V

u(p)�ei"z�i"t , (19)

UR approx.:
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The amplitude M0 can most e�ciently be computed in the helicity basis using the matrix elements

derived in [34]. Keeping in mind that at high energies k+ = xp+, one obtains

M0 = �eQū�0(p0)� · ✏⇤�(k)u�(p) (30)

= � eQp
2(1� x)


xm(� + �)��0,�� � 1

x
(2� x+ x��)(qx � i�qy)��0,�

�
, (31)

where � = ±1 and �0 ± 1 are the fermion helicities before and after photon radiation.

The transition probability can be computed as

dw = |S|2V d3p0

(2⇡)3
V d3k

(2⇡)3
= |S|2V d2p?dp0z

(2⇡)3
V d2q?dkz

(2⇡)3
(32)

The cross section is the rate per unit flux V �1, while the number of produced photons N is the

cross section per unit area. Using the usual rules for dealing with the squares of the delta-functions

and integrating over the phase space yields

dN =
1

(2⇡)3
1

8x(1� x)"2
1

2

X

�,�,�0

|M|2d2q?dx , (33)

where the sum runs over the photon and fermion helicities. Eqs. (33),(31),(27) give the spectrum

of radiated photons. In the following subsections the explicit expressions for the photon spectrum

are derived for a single domain and for two domains separated by a domain wall at z = 0.

A. One infinite domain

Consider first an infinite chiral matter with constant chiral conductivity. Performing the integral

over z in (27) yields

M = 4⇡"x(1� x)M0�(q
2
? + �) . (34)

The square of the delta-function in (34) gives A�(q2?+�)/(4⇡), where A is the cross sectional area

of the domain. The relevant intensive observable quantity is the number of photons produced per

unit area dW = dN/A. It is given by

dW =
1

16⇡2
x(1� x)dx

1

2

X

�,�,�0

|M|2 ✓(��) , (35)

where ✓ is the step-function. It follows from (29) that � is negative if ��� > 0 and

x < x0 =
1

1 +m2/(���")
. (36)
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Assume for definitiveness that �� > 0. Then only the right-polarized photons with � > 0 are

radiated. Using (34), (31) in (35) and performing the summations and the integration yields the

density of spontaneously radiated photons

dW+

dx
=

↵Q2

2⇡x

⇢
�
✓
x2

2
� x+ 1

◆
+ +

x4m2

2

�
✓(x0 � x)

=
↵Q2

2⇡
(1� x)

⇢
��"

✓
x2

2
� x+ 1

◆
�m2x

�
✓(x0 � x) , (37)

dW�
dx

= 0 . (38)

Photon spectrum radiated in a matter with �� < 0 can be obtained by replacing W± ! W⌥ and

�� ! ���. Note that since the anomaly coe�cient cA ⇠ ↵, the spectrum (37) is of the order ↵2.

The total energy radiated by a fermion per unit area is

�" =

Z 1

0

dW+

dx
x"dx =

↵Q2

2⇡

13

120
��"

2 , (39)

where the terms of order m2/|��|" have been neglected for simplicity. It increases as "2 indicating

the necessity to resum the high order corrections at very high energies " ⇠ 10/|��|↵.

B. Two semi-infinite domains separated by a domain wall at z = 0

Suppose now that the chiral matter consist of two semi-infinite domaines separated by a thin

domain wall at z = 0. Performing the integral over z in (27) yields

M = M0

(Z 0

�1
dz e

iz
q2?+0��i�

2"x(1�x) +

Z 1

0
dz e

iz
q2?+�+i�

2"x(1�x)

)
(40)

= 2"x(1� x)M0

⇢
�i

q2? + 0� � i�
� �i

q2? + � + i�

�
, (41)

where the values of � at z < 0 and z > 0 are denoted by 0� and � respectively and � > 0 is

inserted to regularize the integrals. Plugging (41), (31) into (33) and performing summation over

spins yields the radiation spectrum

dN

d2q?dx
=

↵Q2

2⇡2x

⇢✓
x2

2
� x+ 1

◆
q2? +

x4m2

2

�X

�

����
1

q2? + 0� � i�
� 1

q2? + � + i�

����
2

. (42)

The spectrum peaks at q2? = �� and/or q2? = �0� provided that � < 0 and/or 0� < 0

respectively. In the limit � ! 0� the results of the previous subsection are reproduced if one

identifies � = 4/A ‡.

‡ In electrically conducting matter � receives a contribution proportional to electrical conductivity �. In hot nuclear

matter this contribution has negligible e↵ect on the photon spectrum since � ⌧ 1/
p
A.
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where u(p) is a spinor describing a free fermion with momentum p and � is a scalar function of

coordinates. Substituting  into (@2 +m2) = 0 and neglecting @z� compared to "� one obtains

2i"@z�+r2
?� = m2� (20)

with a solution

� = exp

⇢
ip? · x? � iz

p2
? +m2

2"

�
. (21)

Thus, the fermion wave function is

 =
1p
2"V

u(p)ei"z�i"t exp

⇢
ip? · x? � iz

p2
? +m2

2"

�
. (22)

IV. PHOTON RADIATION

Modification of the photon dispersion relation in chiral matter makes possible spontaneous

photon radiation f(p) ! f(p0) + �(k). The corresponding scattering matrix element reads

S =� ieQ

Z
 ̄�µ Aµd

4x (23)

=� ieQ(2⇡)�(! + "0 � ")
ū(p0)�µu(p)✏⇤µp

8""0!

Z 1

�1
dz

Z
d2x? �

⇤
p0(z,x?)'

⇤
k(z,x?)�p(z,x?) (24)

=i(2⇡)3�(! + "0 � ")�(p? � k? � p0
?)

Mp
8""0!V 3

, (25)

where Q is the fermion electric charge. The wave functions 'k and �p are given by (14) and (22)

respectively with the subscripts indicating the corresponding momenta. The amplitude M is given

by

M =� eQū(p0)�µu(p)✏⇤µ

Z 1

�1
dz exp

(
i

Z z

0
dz0

"
p02? +m2

2"0
�

p2? +m2

2"
+

k2? � ��!�

2!

#)
(26)

=M0

Z 1

�1
dz exp

⇢
i

Z z

0

q2? + �(z0)

2"x(1� x)
dz0

�
, (27)

where we introduced notations M0 = �eQū(p0)�µu(p)✏⇤µ, x = !/",

q? = xp0 � (1� x)k? , (28)

and

�(z) = x2m2 � (1� x)x���" . (29)

Total rate of energy loss

Vanishes as ℏ→0 
Quantum anomaly!
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Assume for definitiveness that �� > 0. Then only the right-polarized photons with � > 0 are

radiated. Using (34), (31) in (36) and performing the summations and the integration yields the

density of spontaneously radiated photons

dW+

dx
=

↵Q2

2"x2(1� x)

⇢
�
✓
x2

2
� x+ 1

◆
+ +

x4m2

2

�
✓(x0 � x)

=
↵Q2

2"x

⇢
��"

✓
x2

2
� x+ 1

◆
�m2x

�
✓(x0 � x) , (38)

dW�
dx

= 0 . (39)

Photon spectrum radiated in a matter with �� < 0 can be obtained by replacing W± ! W⌥ and

�� ! ���. Note that since the anomaly coe�cient cA ⇠ ↵, the spectrum (38) is of the order ↵2.

The total energy radiated by a fermion per unit time is

�"

T
=

Z 1

0

dW+

dx
x"dx =

1

3
↵Q2��" , (40)

where the terms of order m2/|��|" have been neglected for simplicity. Thus, energy loss increases

exponentially with time. It can be neglected only for time intervals much smaller than ⇠ 1/|��|↵.

B. Two semi-infinite domains separated by a domain wall at z = 0

Suppose now that the chiral matter consist of two semi-infinite domaines separated by a thin

domain wall at z = 0. Performing the integral over z in (27) yields
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iz
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2"x(1�x) +

Z 1

0
dz e

iz
q2?+�+i�

2"x(1�x)

)
(41)

= 2"x(1� x)M0

⇢
�i

q2? + 0� � i�
� �i

q2? + � + i�

�
, (42)

where the values of � at z < 0 and z > 0 are denoted by 0� and � respectively and � > 0 is

inserted to regularize the integrals. Plugging (42), (31) into (33) and performing summation over

spins yields the radiation spectrum

dN

d2q?dx
=
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2⇡2x
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x2

2
� x+ 1
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q2? +

x4m2

2

�X

�

����
1

q2? + 0� � i�
� 1

q2? + � + i�

����
2

. (43)

The spectrum peaks at q2? = �� and/or q2? = �0� provided that � < 0 and/or 0� < 0

respectively. In the limit � ! 0� the results of the previous subsection, provided that the square

of the delta functions is treated as explained after (34). Let us also note that when q2? + � = 0

in (41), the second integral equals T/2, which implies that we have to identify � = 4"x(1 � x)/T

(the same result is of course obtained using the first integral).
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The total energy radiated by a fermion per unit time is

�"

T
=

Z 1

0

dW+

dx
x"dx =

1

3
↵Q2��" , (40)

where the terms of order m2/|��|" have been neglected for simplicity. Thus, energy loss increases

exponentially with time. It can be neglected only for time intervals much smaller than ⇠ 1/|��|↵.

B. Two semi-infinite domains separated by a domain wall at z = 0

Suppose now that the chiral matter consist of two semi-infinite domaines separated by a thin

domain wall at z = 0. Performing the integral over z in (27) yields

M = M0

(Z 0

�1
dz e

iz
q2?+0��i�

2"x(1�x) +

Z 1

0
dz e

iz
q2?+�+i�

2"x(1�x)

)
(41)

= 2"x(1� x)M0

⇢
�i

q2? + 0� � i�
� �i

q2? + � + i�

�
, (42)

where the values of � at z < 0 and z > 0 are denoted by 0� and � respectively and � > 0 is

inserted to regularize the integrals. Plugging (42), (31) into (33) and performing summation over

spins yields the radiation spectrum

dN

d2q?dx
=

↵Q2

2⇡2x

⇢✓
x2

2
� x+ 1

◆
q2? +

x4m2

2

�X

�

����
1

q2? + 0� � i�
� 1

q2? + � + i�

����
2

. (43)

The spectrum peaks at q2? = �� and/or q2? = �0� provided that � < 0 and/or 0� < 0

respectively. In the limit � ! 0� the results of the previous subsection, provided that the square

of the delta functions is treated as explained after (34). Let us also note that when q2? + � = 0

in (41), the second integral equals T/2, which implies that we have to identify � = 4"x(1 � x)/T

(the same result is of course obtained using the first integral).

Chiral Cherenkov effect: photon radiation at

4

the resonant behavior, while the other one is suppressed. Whether the photon spectrum is right-

or left-hand polarized depends on the sign of ��.

Since µ2 ⇡ ����!, the angular distribution of the photons peaks at the angle #2 = q2?/!
2 =

��/x2"2 with respect to the fermion momentum. If the fermion mass is negligible and bearing in

mind that most photons are soft (x ⌧ 1) we can estimate #2 ⇡ ���/!.

III. APPLICATIONS

1. As the first application, consider jet emission from the quark-gluon plasma (QGP) with

a homogenous chiral conductivity. QGP is isotropic at the scales of interest here, hence the

corresponding case is (i). Jets in heavy-ion collisions are produced by the highly energetic color

particles. If a jet is originated by a quark (as opposed to a gluon) we expect radiation of circularly

polarized photons in a cone with the opening angle # ⇠
p
|��|/! with respect to the jet momentum.

The chiral conductivity is an unknown parameter. If we estimate it as �� ⇠ 10 MeV, then

! = 1 GeV photons are emitted at the angle # ⇠ 0.1, provided that the jet energy " is much larger

than !. Thus the observation of circularly polarized photons at angle # to the jet direction would

be an indication of the chiral transition radiation.

2. We have seen that the main feature of the transition radiation from chiral matter is the

emergence of the resonance factor in (11). It arises entirely due to the energy and momentum

conservation in a 1 ! 2 process involving a photon with complex “mass” µ. Thus we expect to see

the same resonant factor as in (11) arising in the case (ii) which deals with an anisotropic matter.

The calculation of the pre-factor requires a more careful analysis that will be presented elsewhere.

In the high energy limit Eq. (4) reduces to µ2 ⇡ ��!b cos�, where � is the angle between b and

the photon momentum. The soft photon emission angle in the massless limit is #2 ⇡ �b cos�/!.

Similarly to the previous case (i), the photon spectrum is circularly polarized. One can verify

that now � is negative only if � cos� > 0 and x < [1 +m2/(�"b cos�)]�1. Thus the polarization

direction depends on whether b points towards or away from the boundary. Furthermore, since µ2

is proportional to cos�, the radiation is maximal when � = 0 or ⇡ and vanishes in the perpendicular

direction. To estimate the characteristic radiation angle discussed above, consider a Weyl semimetal

with b = (↵/⇡)80 eV [18, 19]. An electron with energy about GeV moving parallel to b (� = 0)

would radiate, say, ! = 10 MeV photons at # = 1.3 · 10�4. This can be tested by injecting a beam

of energetic electrons normal to a Weyl semimetal film and measuring the polarization and angular

distribution of the photons emitted in a cone with the opening angle # around the beam direction.

can become negative!
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TWO SEMI-INFINITE DOMAINS

7

Assume for definitiveness that �� > 0. Then only the right-polarized photons with � > 0 are

radiated. Using (34), (31) in (35) and performing the summations and the integration yields the

density of spontaneously radiated photons

dW+

dx
=

↵Q2

2⇡x

⇢
�
✓
x2

2
� x+ 1

◆
+ +

x4m2

2

�
✓(x0 � x)

=
↵Q2

2⇡
(1� x)

⇢
��"

✓
x2

2
� x+ 1

◆
�m2x

�
✓(x0 � x) , (37)

dW�
dx

= 0 . (38)

Photon spectrum radiated in a matter with �� < 0 can be obtained by replacing W± ! W⌥ and

�� ! ���. Note that since the anomaly coe�cient cA ⇠ ↵, the spectrum (37) is of the order ↵2.

The total energy radiated by a fermion per unit area is

�" =

Z 1

0

dW+

dx
x"dx =

↵Q2

2⇡

13

120
��"

2 , (39)

where the terms of order m2/|��|" have been neglected for simplicity. It increases as "2 indicating

the necessity to resum the high order corrections at very high energies " ⇠ 10/|��|↵.

B. Two semi-infinite domains separated by a domain wall at z = 0

Suppose now that the chiral matter consist of two semi-infinite domaines separated by a thin

domain wall at z = 0. Performing the integral over z in (27) yields

M = M0

(Z 0

�1
dz e

iz
q2?+0��i�

2"x(1�x) +

Z 1

0
dz e

iz
q2?+�+i�

2"x(1�x)

)
(40)

= 2"x(1� x)M0

⇢
�i

q2? + 0� � i�
� �i

q2? + � + i�

�
, (41)

where the values of � at z < 0 and z > 0 are denoted by 0� and � respectively and � > 0 is

inserted to regularize the integrals. Plugging (41), (31) into (33) and performing summation over

spins yields the radiation spectrum

dN

d2q?dx
=

↵Q2

2⇡2x
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x2

2
� x+ 1

◆
q2? +

x4m2

2

�X
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q2? + 0� � i�
� 1

q2? + � + i�

����
2

. (42)

The spectrum peaks at q2? = �� and/or q2? = �0� provided that � < 0 and/or 0� < 0

respectively. In the limit � ! 0� the results of the previous subsection are reproduced if one

identifies � = 4/A ‡.

‡ In electrically conducting matter � receives a contribution proportional to electrical conductivity �. In hot nuclear

matter this contribution has negligible e↵ect on the photon spectrum since � ⌧ 1/
p
A.

(Transition radiation in ordinary materials corresponds to

8

Away from the poles, one can neglect � in (42). The resulting spectrum coincides with the

spectrum of the transition radiation once �’s are replaced by tr = m2x2+m2
�(1�x), where m� is

the e↵ective photon mass [12, 17]. Unlike the spontaneous radiation, the transition radiation is not

possible in a uniform matter. Indeed, the amplitude (34) vanishes because tr > 0. Another key

di↵erence between the transition and spontaneous radiation is that the former has a finite classical

limit ~ ! 0, while the later one does not. The spontaneous radiation spectrum (43),(44) is a purely

quantum e↵ect that vanishes in the classical limit ~ ! 0. This is of course not surprising at all

because it originates from a quantum anomaly.

Integral over the momentum q? in (42) is dominated by the poles at q2? = �� and q2? = �0�.

There are two distinct cases depending on whether �� and �0
� have the same or opposite signs.

Consider first �� > 0 and �0
� > 0. In this case the photon spectrum is approximately right-

polarized. Keeping only the terms proportional to 1/� = A/4 one obtains

dW++

dx
=

↵Q2

8x

✓
x2

2
� x+ 1

◆
|+ + 0+|+

x4m2

2

�
✓(x0 � x)✓(x00 � x) , (43)

where the double plus subscript indicates that the helicity is positive in both domains. The

maximum energy fraction taken by the photon x0 is defined in (36); x00 is the same as x0 with ��

replaced by �0
�. Consider now �0

� > 0 and �� < 0. The integration gives

dW+�
dx

=
↵Q2

8x

⇢✓
x2

2
� x+ 1

◆
|0+|+

x4m2

4
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+

✓
x2

2
� x+ 1

◆
|�|+

x4m2

4

�
✓(x0 � x)

�
. (44)

Clearly, photons radiated to the left of the domain wall (z < 0) are right-polarized, while those

radiated to its right (z > 0) are left-polarized.

V. PAIR PRODUCTION

Momentum conservation prohibits the spontaneous photon decay �(k) ! f̄(p)+f(p0) in vacuum.

However, in chiral matter this channel is open due to the chiral anomaly. This is the cross-channel

of the photon radiation computed in the previous section. The scattering matrix is now given by

S = i(2⇡)3�(! � "0 � ")�(k? � p? � p0
?)

Mp
8""0!V 3

, (45)

where

M =� eQū(p0)�µv(p)✏µ

Z +1

�1
dz exp

⇢
i

Z z

0

q̃2? + ̃�(z0)

2!x(1� x)
dz0

�
. (46)

finite at ℏ→0)

Contribution of the pole at q2? + � = 0 is the chiral Cherenkov radiation.

The rest is the “chiral transition radiation”
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• Charged particles traveling through the chiral medium emit electromagnetic 
radiation sensitive to the chiral anomaly.  

• It is circularly polarized and has resonant peaks at angles proportional to 
the anomaly

XG Huang, KT (2018)
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FERMI’S MODEL OF COLLISIONAL ENERGY LOSS

Chiral Cherenkov radiation is closely related to the collisional energy loss.

4

Without loss of generality we assume that �� > 0 which implies that k22 > k21. The plasma

permittivity is well described by

✏ = 1�
!2
p

!2 + i!�
, (9)

where !p is the plasma frequency and the damping constant � is related to the electrical conduc-

tivity.

III. COLLISIONAL ENERGY LOSS

The energy loss rate can be computed as the flux of the Poynting vector out of a cylinder of

radius a coaxial with the particle path. For a particle moving with velocity v along the z-axis the

total loss per unit length reads

�d"

dz
= 2⇡a

Z 1

�1
(E�Bz � EzB�)dt = 2aRe

Z 1

0
(E�!B

⇤
z! � Ez!B

⇤
�!

)d! . (10)

To calculate the integral over ! we first isolate the contribution of the pole in 1/✏ at ! = !p using

the rule

1

✏
=

!2

!2 � !2
p + i0

= �i⇡!2
p�(!

2 � !2
p) + P !2

!2 � !2
p

, (11)

where it is assumed that � ⌧ !p. Substituting the field components from (6) into (10) and

replacing 1/✏ by its imaginary part one derives

�d"pole

dz
=

q2!2
p

4⇡v2
K0 (a!p/v) Re

n
a
q
!2
p/v

2 � �2
�K1

⇣
a
q
!2
p/v

2 � �2
�

⌘o
. (12)

Away from the pole, the permittivity is real. In this case the contribution to the integral over !

comes from those domains of ! where at least one of k⌫ ’s is imaginary. There are two such domains

(A) and (B). Domain (A) k21 < k22 < 0. Inspection of (7) reveals that k22 < 0 if either !2 > !2
+ or

!2 < !2
� where

!2
± =

�2(1/v2 � 1)!2
p + �2

�/v
2 ±

q
[2(1/v2 � 1)!2

p � �2
�/v

2]2 � 4(1/v2 � 1)2!4
p

2(1/v2 � 1)2
. (13)

Additionally, if !p < ��/
p
2 the inequality

0 < ! <

s
�2
�/2� !2

p

1/v2 � 1
(14)

The energy loss rate = flux of the Poynting vector out of cylinder of radius a 
coaxial with the particle path:

The field components are known, e.g.: 

6

A. Ultrarelativistic limit

In the limit ak⌫ ⌧ 1, the contribution of the pole (12) is proportional to large logarithm ln a,

the term (18) is independent of a, whereas the remaining terms are suppressed by the positive

powers of ak⌫ . The corresponding energy loss reads

�d"

dz
=

q2

4⇡

!2
p

v2
ln

1.12v

a!p

� q2
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Z

k
2
1<0<k

2
2

!

v2✏

(s2 � k21)(v
2✏� 1) + �2

�

k21 � k22
d! . (19)

The integration domain (B) simplifies in the ultrarelativistic limit v ! 1: !2
p/�� < ! < �2��,

where � = (1� v2)�1/2. Expanding the integrand at large frequencies, assuming ! � ��, yields

� q2

4⇡

1

2��

Z
�
2
��

✓
���!

�2
+ �2

�

◆
d! , (20)

where the precise value of the lower limit is irrelevant as long as � � 1. Integrating one obtains

�d"

dz
=

q2

4⇡v2

✓
!2
p ln

v

a!p

+
1

4
�2�2

�

◆
. (21)

We observe that the energy loss due to the anomaly, represented by the second term in (21),

dominates at high energies. Inclusion of quantum e↵ects produces the logarithmic dependence of

the first term on � but this does not change our conclusion.

B. Non-chiral medium

In the limit �� ! 0 the contributions of (15),(16) and (18) vanish. The finite limit emerges

from (17) which along with (12) yields

�d"

dz
=

q2

4⇡

!2
p

v2
K0(a!p/v)(a!p/v)K1(a!p/v) +

q2

4⇡v2
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s2<0
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✓
v2 � 1

✏

◆
d! . (22)

The second term vanishes in plasma since ✏ < 1 implies that s2 is always positive, see (8) and (9).

However, if medium contains bound states, then the second term contributes when the velocity

of the particle is larger than the phase velocity of light in the medium. A single bound state of

frequency !0 contributes to the permittivity as

✏(!) = 1�
!2
p

!2 � !2
0 + i!�

(23)

In this case (22) is generalized as
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Fermi’s model:
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7

Neglecting �, the integration region s2 < 0 is equivalent to (1 � ✏(0)v2)/(1 � v2) < !2/!2
0 < 1 if

v < 1/
p

✏(0) and to ! < !0 if v > 1/
p

✏(0). Integration over ! in the second term yields the

well-known Fermi’s result [9].

C. Cherenkov radiation

Some of the collisional energy loss emerges in the form of the Cherenkov radiation. In the non-

chiral medium it is included in the second term in (22) (provided that ✏(0) is finite, as explained

in the previous subsection) and is small compared to the large first term that describes excitation

of the longitudinal oscillations in the medium (medium polarization).

In the chiral medium the Cherenkov radiation emerges even when ✏ = 1, which is known as

the chiral (or, in a di↵erent context, vacuum) Cherenkov radiation [14–17].† It is generated by the

anomalous electromagnetic current in the presence of the moving charged particle. The Cherenkov

radiation is that part of the total energy flux moving radially away from the particle which is finite

at a ! 1. It can be computed by replacing the Bessel functions appearing in (15)–(18) with their

asymptotic expressions. In particular, the rate of the chiral Cherenkov radiation emitted in a unit

interval of frequencies by an ultrarelativistic particle in empty space (✏ = 1) is given by
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which comes about from (18). Expansion in powers of ��/! is justified for the ultrarelativistic

particle. Eq. (25) is derived neglecting the fermion recoil which proportional to ~!. It is a good

approximation as long as !+ = ���2 ⌧ ", in other words when � ⌧ m/��, where m is the particle
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We observe that the spectrum (25) is exactly the same as (20) which indicates that all energy lost

by the ultrarelativistic particle due to the anomalous current is radiated as the chiral Cherenkov

radiation.

The spectrum of the chiral Cherenkov radiation was previously computed by one of the authors

in the leading order of QED with the result [16]
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† It was proposed to be a test of the Lorentz symmetry violation in [13–15, 18–24].
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Summations over � are performed using the polarization sums given in Appendix of [8]. The space-

time dependence of the electromagnetic field given by the integrals (2a),(2b) was approximately

evaluated in [8, 11, 12] assuming the low frequency limit of a conductor ✏ = 1 + i�/! and used to

compute the e↵ect of the chiral anomaly on the magnetic field produced in relativistic heavy-ion

collisions.

To compute the energy loss we need only the frequency components of the fields, see (10). These

can be computed exactly. For illustration, consider
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where k? · b = k?b cos ✓. Integration over ✓ and then over k? yields (6a) below. Other field
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Summations over � are performed using the polarization sums given in Appendix of [8]. The space-

time dependence of the electromagnetic field given by the integrals (2a),(2b) was approximately

evaluated in [8, 11, 12] assuming the low frequency limit of a conductor ✏ = 1 + i�/! and used to

compute the e↵ect of the chiral anomaly on the magnetic field produced in relativistic heavy-ion

collisions.

To compute the energy loss we need only the frequency components of the fields, see (10). These

can be computed exactly. For illustration, consider
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Summations over � are performed using the polarization sums given in Appendix of [8]. The space-

time dependence of the electromagnetic field given by the integrals (2a),(2b) was approximately

evaluated in [8, 11, 12] assuming the low frequency limit of a conductor ✏ = 1 + i�/! and used to

compute the e↵ect of the chiral anomaly on the magnetic field produced in relativistic heavy-ion

collisions.

To compute the energy loss we need only the frequency components of the fields, see (10). These

can be computed exactly. For illustration, consider
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Summations over � are performed using the polarization sums given in Appendix of [8]. The space-

time dependence of the electromagnetic field given by the integrals (2a),(2b) was approximately

evaluated in [8, 11, 12] assuming the low frequency limit of a conductor ✏ = 1 + i�/! and used to

compute the e↵ect of the chiral anomaly on the magnetic field produced in relativistic heavy-ion

collisions.
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“CLASSICAL” CHIRAL CHERENKOV RADIATION

For simplicity consider
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A. Ultrarelativistic limit

In the limit ak⌫ ⌧ 1, the contribution of the pole (12) is proportional to large logarithm ln a,

the term (18) is independent of a, whereas the remaining terms are suppressed by the positive

powers of ak⌫ . The corresponding energy loss reads
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The integration domain (B) simplifies in the ultrarelativistic limit v ! 1: !2
p/�� < ! < �2��,
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where the precise value of the lower limit is irrelevant as long as � � 1. Integrating one obtains
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We observe that the energy loss due to the anomaly, represented by the second term in (21),

dominates at high energies. Inclusion of quantum e↵ects produces the logarithmic dependence of

the first term on � but this does not change our conclusion.

B. Non-chiral medium

In the limit �� ! 0 the contributions of (15),(16) and (18) vanish. The finite limit emerges

from (17) which along with (12) yields
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The second term vanishes in plasma since ✏ < 1 implies that s2 is always positive, see (8) and (9).

However, if medium contains bound states, then the second term contributes when the velocity

of the particle is larger than the phase velocity of light in the medium. A single bound state of

frequency !0 contributes to the permittivity as
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In this case (22) is generalized as
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� � 1

increases as (energy)2 due to anomaly

at a→0 gives energy loss

Chiral Cherenkov radiation emerges at a→∞ even if

7

Neglecting �, the integration region s2 < 0 is equivalent to (1 � ✏(0)v2)/(1 � v2) < !2/!2
0 < 1 if

v < 1/
p

✏(0) and to ! < !0 if v > 1/
p

✏(0). Integration over ! in the second term yields the

well-known Fermi’s result [9].

C. Cherenkov radiation

Some of the collisional energy loss emerges in the form of the Cherenkov radiation. In the non-

chiral medium it is included in the second term in (22) (provided that ✏(0) is finite, as explained

in the previous subsection) and is small compared to the large first term that describes excitation

of the longitudinal oscillations in the medium (medium polarization).

In the chiral medium the Cherenkov radiation emerges even when ✏ = 1, which is known as

the chiral (or, in a di↵erent context, vacuum) Cherenkov radiation [14–17].† It is generated by the

anomalous electromagnetic current in the presence of the moving charged particle. The Cherenkov

radiation is that part of the total energy flux moving radially away from the particle which is finite

at a ! 1. It can be computed by replacing the Bessel functions appearing in (15)–(18) with their

asymptotic expressions. In particular, the rate of the chiral Cherenkov radiation emitted in a unit

interval of frequencies by an ultrarelativistic particle in empty space (✏ = 1) is given by
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which comes about from (18). Expansion in powers of ��/! is justified for the ultrarelativistic

particle. Eq. (25) is derived neglecting the fermion recoil which proportional to ~!. It is a good

approximation as long as !+ = ���2 ⌧ ", in other words when � ⌧ m/��, where m is the particle

mass. The total radiated power P is obtained by integrating (25) over !d!. It is dominated by

the upper limit so that only the first two terms contribute at large � with the result:

P =
q2
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We observe that the spectrum (25) is exactly the same as (20) which indicates that all energy lost

by the ultrarelativistic particle due to the anomalous current is radiated as the chiral Cherenkov

radiation.

The spectrum of the chiral Cherenkov radiation was previously computed by one of the authors

in the leading order of QED with the result [16]
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† It was proposed to be a test of the Lorentz symmetry violation in [13–15, 18–24].

This classical formula coincides with the quantum calculation
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radiation is that part of the total energy flux moving radially away from the particle which is finite

at a ! 1. It can be computed by replacing the Bessel functions appearing in (15)–(18) with their

asymptotic expressions. In particular, the rate of the chiral Cherenkov radiation emitted in a unit
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particle. Eq. (25) is derived neglecting the fermion recoil which proportional to ~!. It is a good
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the upper limit so that only the first two terms contribute at large � with the result:

P =
q2

4⇡

�2
��

2

4
. (26)

We observe that the spectrum (25) is exactly the same as (20) which indicates that all energy lost

by the ultrarelativistic particle due to the anomalous current is radiated as the chiral Cherenkov

radiation.

The spectrum of the chiral Cherenkov radiation was previously computed by one of the authors

in the leading order of QED with the result [16]

dW quant

d!
=

q2

(4⇡)2!

⇢
��

✓
x2

2
� x+ 1

◆
� m2

"
x

�
, ! < !M , (27)

† It was proposed to be a test of the Lorentz symmetry violation in [13–15, 18–24].

when recoil is neglected
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✏ = 1

Power of chiral Cherenkov radiation

7

Neglecting �, the integration region s2 < 0 is equivalent to (1 � ✏(0)v2)/(1 � v2) < !2/!2
0 < 1 if

v < 1/
p
✏(0) and to ! < !0 if v > 1/

p
✏(0). Integration over ! in the second term yields the

well-known Fermi’s result [9].

C. Cherenkov radiation

Some of the collisional energy loss emerges in the form of the Cherenkov radiation. In the non-

chiral medium it is included in the second term in (22) (provided that ✏(0) is finite, as explained

in the previous subsection) and is small compared to the large first term that describes excitation

of the longitudinal oscillations in the medium (medium polarization).

In the chiral medium the Cherenkov radiation emerges even when ✏ = 1, which is known as

the chiral (or, in a di↵erent context, vacuum) Cherenkov radiation [14–17].† It is generated by the

anomalous electromagnetic current in the presence of the moving charged particle. The Cherenkov

radiation is that part of the total energy flux moving radially away from the particle which is finite

at a ! 1. It can be computed by replacing the Bessel functions appearing in (15)–(18) with their

asymptotic expressions. In particular, the rate of the chiral Cherenkov radiation emitted in a unit

interval of frequencies by an ultrarelativistic particle in empty space (✏ = 1) is given by

dW
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)
, ! < ���

2 . (25)

which comes about from (18). Expansion in powers of ��/! is justified for the ultrarelativistic

particle. Eq. (25) is derived neglecting the fermion recoil which proportional to ~!. It is a good

approximation as long as !+ = ���2 ⌧ ", in other words when � ⌧ m/��, where m is the particle

mass. The total radiated power P is obtained by integrating (25) over !d!. It is dominated by

the upper limit so that only the first two terms contribute at large � with the result:

P =
q2

4⇡

�2
��

2

4
. (26)

We observe that the spectrum (25) is exactly the same as (20) which indicates that all energy lost

by the ultrarelativistic particle due to the anomalous current is radiated as the chiral Cherenkov

radiation.

The spectrum of the chiral Cherenkov radiation was previously computed by one of the authors

in the leading order of QED with the result [16]

dW quant
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=

q2

(4⇡)2!

⇢
��

✓
x2

2
� x+ 1

◆
� m2

"
x

�
, ! < !M , (27)

† It was proposed to be a test of the Lorentz symmetry violation in [13–15, 18–24].

at high energy power of chiral cherenkov radiation = energy loss.

Hansen, KT (2021)

(recoil reduces 
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FIG. 1. Electromagnetic part of the collisional energy loss spectrum of a d-quark with � = 20 in Quark-Gluon

Plasma. Plasma parameters: !p = 0.16T , � = 1.11T [36], m = T = 250 MeV. Solid line: �� = 10 MeV,

dashed line: �� = 7 MeV, dotted line: �� = 0. !± are defined in (13).

e↵ect. The chiral Cherenkov radiation emerges as a bump between !� and !+. The relevant

parameters are inferred from the lattice calculations [36] or by the way of educated guess in the

case of the chiral conductivity. The quantum corrections due to the recoil would shift the UV

endpoint of the anomalous contribution to the left since !M < !+ = ���2. However, the overall

e↵ect of the recoil is not that significant since !M = 0.44" is not too close to unity. The rate of

energy loss due to the anomaly is about 10�4 of particle energy per unit fm regardless of particle

energy as indicated by (26). This is of course much smaller than the QCD energy loss mechanisms

[37] at not too high energies; however the QCD fraction decreases as 1/
p
".

In anisotropic chiral medium such as Weyl semimetals there is an additional anomalous current

jAH = b ⇥ E that generates the anomalous Hall e↵ect [18, 38, 39]. Parameter b is the distance

between the Weyl nodes in the momentum space (not to be confused with the impact parameter

used in Sec. II). The spectrum of the corresponding chiral Cherenkov radiation was computed in

[40]. In the ultra-relativistic limit, the energy loss equals the total radiated power and is given

by (29) with �� replaced by b (assuming that electron’s velocity is parallel to b). To estimate the

energy loss in a semimetal reported in [42, 43] we use b = (↵/⇡)80 eV. According to (30) at room

temperatures most of energy is lost due to chiral Cherenkov radiation. The energy loss spectrum

for a typical semimetal computed using the results of Sec. III is displayed in Fig. 2. The recoil

e↵ect is negligible since !M . ���2 ⌧ ". One observes significant enhancement of the ultraviolet

and X-ray regions of the photon spectrum which presents an exciting opportunity for experimental

study of the chiral anomaly e↵ects.

The same qualitative picture in QCD (after e→g, including color factors etc.)

QCD/QED:
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FIG. 2. Collisional energy loss spectrum of electron with � = 100 in a semimetal with parameters !p =

0.5 eV, � = 0.025 eV (so that its conductivity is 10 eV at room tempearture) [41] and m = 0.5 MeV. Solid

line: �� = 0.19 eV [42, 43], dashed line: �� = 0. !± are defined in (13). The seeming discontinuity at

! = !+ is a visual artifact.

ACKNOWLEDGMENTS

This work was supported in part by the U.S. Department of Energy under Grant No. DE-FG02-

87ER40371.

[1] K. Fukushima, D. E. Kharzeev and H. J. Warringa, “The Chiral Magnetic E↵ect,” Phys. Rev. D 78,

074033 (2008), [arXiv:0808.3382 [hep-ph]].

[2] D. Kharzeev, “Parity violation in hot QCD: Why it can happen, and how to look for it,” Phys. Lett.

B 633, 260 (2006), [hep-ph/0406125].

[3] D. E. Kharzeev, L. D. McLerran and H. J. Warringa, “The E↵ects of topological charge change in

heavy ion collisions: ’Event by event P and CP violation’,” Nucl. Phys. A 803, 227-253 (2008),

[arXiv:0711.0950 [hep-ph]].

[4] D. E. Kharzeev, “Topologically induced local P and CP violation in QCD ⇥ QED,” Annals Phys. 325,

205 (2010), [arXiv:0911.3715 [hep-ph]].

[5] D. Kharzeev and A. Zhitnitsky, “Charge separation induced by P-odd bubbles in QCD matter,” Nucl.

Phys. A 797 (2007) 67, [arXiv:0706.1026 [hep-ph]].

[6] S. L. Adler, “Axial vector vertex in spinor electrodynamics,” Phys. Rev. 177, 2426 (1969).

[7] J. S. Bell and R. Jackiw, “A PCAC puzzle: ⇡0 ! �� in the sigma model,” Nuovo Cim. A 60, 47 (1969).

[8] K. Tuchin, “Electromagnetic field of ultrarelativistic charge in topologically random nuclear matter,”

Nucl. Phys. A 1001, 121907 (2020), [arXiv:2002.05047 [hep-ph]].

Very small recoil

9

FIG. 1. Electromagnetic part of the collisional energy loss spectrum of a d-quark with � = 20 in Quark-Gluon

Plasma. Plasma parameters: !p = 0.16T , � = 1.11T [36], m = T = 250 MeV. Solid line: �� = 10 MeV,

dashed line: �� = 7 MeV, dotted line: �� = 0. !± are defined in (13).

e↵ect. The chiral Cherenkov radiation emerges as a bump between !� and !+. The relevant

parameters are inferred from the lattice calculations [36] or by the way of educated guess in the

case of the chiral conductivity. The quantum corrections due to the recoil would shift the UV

endpoint of the anomalous contribution to the left since !M < !+ = ���2. However, the overall

e↵ect of the recoil is not that significant since !M = 0.44" is not too close to unity. The rate of

energy loss due to the anomaly is about 10�4 of particle energy per unit fm regardless of particle

energy as indicated by (26). This is of course much smaller than the QCD energy loss mechanisms

[37] at not too high energies; however the QCD fraction decreases as 1/
p
".

In anisotropic chiral medium such as Weyl semimetals there is an additional anomalous current

jAH = b ⇥ E that generates the anomalous Hall e↵ect [18, 38, 39]. Parameter b is the distance

between the Weyl nodes in the momentum space (not to be confused with the impact parameter

used in Sec. II). The spectrum of the corresponding chiral Cherenkov radiation was computed in

[40]. In the ultra-relativistic limit, the energy loss equals the total radiated power and is given

by (29) with �� replaced by b (assuming that electron’s velocity is parallel to b). To estimate the

energy loss in a semimetal reported in [42, 43] we use b = (↵/⇡)80 eV. According to (30) at room

temperatures most of energy is lost due to chiral Cherenkov radiation. The energy loss spectrum

for a typical semimetal computed using the results of Sec. III is displayed in Fig. 2. The recoil

e↵ect is negligible since !M . ���2 ⌧ ". One observes significant enhancement of the ultraviolet

and X-ray regions of the photon spectrum which presents an exciting opportunity for experimental

study of the chiral anomaly e↵ects.
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where x = !/" is the fraction of the fermion energy carried away by the radiated photon and

!M =
"

1 +m2/(��")
. (28)

Photon spectrum always extends all the way to !M since !M < ���2. Moreover, since !M < "

and hence x < 1, (27) is valid even at � � m/��, in contrast to the classical formula (25). The

classical limit of (27) is recovered in the limit x ⌧ 1: the term in (27) proportional to �� reduces

to the second term in (25), while the second term in (27) reduces to the first term in (25). The

total radiation power is

P quant =
q2

4⇡

��"

3
, (29)

where the terms of order m/" = 1/� were neglected. Evidently, the e↵ect of the recoil on the

energy loss is to reduce the energy dependence from "2 to ".

IV. DISCUSSION

The classical calculation performed in this paper captures the main feature of the energy loss

in chiral medium, namely, its much faster increase with the particle energy that in a non-chiral

medium. Taking the recoil e↵ects into account, the energy loss is proportional to energy ". In

contrast, energy dependence of the collisional energy loss in non-chiral medium is at most logarith-

mic. The conventional radiative energy loss is likewise proportional to energy in the non-coherent

Bethe-Heitler (BH) regime. The ratio of the energy loss due to the chiral Cherenkov (�C) e↵ect

to the conventional radiative loss is

�"�C

�"BH
⇠ ��

e2T
⇠ µ5

T
, (30)

where T is the plasma temperature and µ5 is the axial chemical potential. The coherence e↵ects

reduce the energy dependence of the radiative energy loss to
p
" (see review [25]). This significantly

increases the ratio (30). In this paper we assumed that distribution of the topological charge density

is homogenous and therefore there are no coherence e↵ects on the chiral Cherenkov radiation. This

is a good approximation as long as the coherence length associated with photon radiation is smaller

than the distance over which the topological charge density significantly varies. This maybe the case

in the nuclear matter where there is evidence—supported by the theoretical arguments [26, 27]—of

the topological domains of nearly constant density in wide range of temperatures [28–35].

Fig. 1 displays the spectrum of the collisional energy loss by a fast particle in Quark-Gluon

Plasma computed using the results of Sec. III. We emphasize that this is a purely electromagnetic

Neglecting coherence effects: 

Coherence effects reduce energy dependence of BH (LPM effect) 
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Coherence effects in Cherenkov radiation: unknown, depends on spatial distribution 
of topological charge density.

>>1 in a TaAs at room temp.

Contribution of the Chiral Cherenkov rapidly increases with E.
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Electromagnetic radiation of Quark-Gluon 
Plasma at finite θ
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PHOTON PRODUCTION BY QGP VIA THE CHIRAL 
ANOMALY (W/O EXTERNAL MAGNETIC FIELD)

The photon energy produced by thermal quarks is controlled by the plasma temperature 
→ must take into account the plasma frequency

4

In a slowly varying field ✓, its first derivatives @µ✓ can be replaced by their constant domain–average

values denoted by �� = cA✓̇[35, 36, 43], referred to as the chiral conductivity, and b = cAr✓. In this

approximation the photon and the ✓-field dynamics decouple and one can consider electrodynamics

in the topologically non-trivial background [44].

The average of the ✓-field over an ensemble of CP -odd domains vanishes. However, its value in

a single domain can be finite due to the fluctuations of the topological number NCS . In the context

of this work we need to know the temperature dependence of the ✓-field in a domain because it

determines the temperature dependence of the e↵ective photon mass mA. In particular, if its T -

dependence is steeper than linear, then one expects that there is a range of temperatures where the

plasma becomes radioactive as explained at the end of Sec. I. The topological number density can

be estimated as q ⇠ NCS/Vdom, where Vdom ⇠ 1/m4
ax is the domain 4-volume. Since the sphaleron

size is inversely proportional to T , the domain volume decreases as Vdom ⇠ 1/T 4. Fluctuations

of NCS are related to the sphaleron transition rate � as
⌦
N2

CS

↵
= 2�Vpl [45] for large enough 4-

volume Vpl of plasma. Therefore, the variance of the topological number density is
⌦
q2
↵
⇠ m8

ax�Vpl.

Employing (5) it is seen that the typical variance of the ✓-field strength is
⌦
✓2
↵
⇠ m4

ax�Vpl/f4. �

is exponentially suppressed at low temperatures, but increases as T 4 at high temperatures [46–49].

It follows, using (10) of the next section, that mA ⇠ h✓i1/2 ⇠ T 4. Thus, |mA| exceeds !pl at high

T making the chiral Cherenkov radiation possible.

III. PHOTON DISPERSION RELATION

Now that the model parameters have been outlined, it is instructive to review the photon

dispersion relation. In the case ✓ = 0 the photon dispersion relation at finite temperature T and

finite chemical potentials of the right and left-handed fermions µR,L was computed in [50]. In the

high-energy limit, when the photon is near the mass-shell and transversely polarized, its dispersion

relation is !2
� k2 = !2

pl, where

!2
pl =

m2
D

2
=

e2

2

✓
T 2

6
+

µ2

2⇡2

◆
, (8)

and µ2 = µ2
R + µ2

L.

At finite ✓ the photon dispersion relation acquires an extra term due its interaction with the

CP -odd domains

!2
� k2 = !2

pl +m2
A +O(! � k) , (9)
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dispersion relation. In the case ✓ = 0 the photon dispersion relation at finite temperature T and

finite chemical potentials of the right and left-handed fermions µR,L was computed in [50]. In the

high-energy limit, when the photon is near the mass-shell and transversely polarized, its dispersion

relation is !2
� k2 = !2

pl, where

!2
pl =

m2
D

2
=

e2

2

✓
T 2

6
+

µ2

2⇡2

◆
, (8)

and µ2 = µ2
R + µ2

L.

At finite ✓ the photon dispersion relation acquires an extra term due its interaction with the

CP -odd domains

!2
� k2 = !2

pl +m2
A +O(! � k) , (9)Photon mass gets two contributions:

5

where m2
A is given by

m2
A = ����! , or m2

A = ��k · b , (10)

depending on which of the parameters �� or b is largest [32]⇤ and � = ±1 is the right and left-

handed photon polarization. Note that mA can be real or imaginary. As explained in the previous

two sections, at high enough photon energies and plasma temperatures !pl is but a small correction

compared to mA and will be neglected in the following sections.

IV. PHOTON RADIATION RATE

Photon emission by means of the chiral Cherenkov radiation mechanism can proceed via two

channels: (i) the decay channel q ! q� and (ii) the annihilation channel qq̄ ! �.† The total photon

radiation rate is the sum of rates of these two processes.

A. Decay channel

The scattering matrix element for photon radiation in the decay channel q(p) ! q(p0) + �(k) is

given by SD = (2⇡)4�(4)(p0 + k � p)iMD where

iMD = �ieQ
ūp0s0/✏

⇤
k�ups

p

8""0!V 3
. (11)

The components of the 4-vectors are p = (",p), p0 = ("0,p0) and k = (!,k), Q is quark charge and

m = gT/
p
3 its thermal mass [11]. We retained the relativistic normalization factors (2p0V )�1/2

for each of the three fields, where V is the normalization volume. The radiation probability can

be computed as

dwD = 2Nc
1

2

X

�ss0

|SD|
2f(")[1� f("0)]

V d3p0

(2⇡)3
V d3k

(2⇡)3
V d3p

(2⇡)3
, (12)

where 2Nc accounts for the number quarks and antiquarks of di↵erent color, 1/2 comes from the

incident quark spin average and f(") is the quark equilibrium distribution function, which reads

f(") =
1

e"/T + 1
. (13)

⇤ In [32] mA was denoted as µ. The dispersion relations for arbitrary �� and b can be found in [28].
† I am using the term ‘the chiral Cherenkov radiation’ with respect to both channels.

mA ⇠
p

h✓2i ⇠ �sp ⇠ T 4
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Due to the topological number fluctuations

Thus, at high enough T mA � !pl
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→ Cherenkov radiation is possible
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FIG. 3. Ideal QGP and hadronic photon rate near the cross-
over region.

validity of perturbative QCD calculation of prompt pho-
tons, additional measurements will also help constrain
uncertainties due to the photon fragmentation function,
which are significant in the soft domains of perturbative
QCD calculation of prompt photons [50]. Without direct
measurements, those uncertainties will likely persist.

B. Thermal photons

The “thermal photons” are those photons result-
ing from the interaction of thermalized medium con-
stituents1. The computation of photon production rates
may be done using thermal field theory techniques, or
using relativistic kinetic theory [51]. Both approaches
have contributed to the compendium of rates used in this
work.

In the partonic sector, photon-production processes
calculated at leading order in the strong coupling con-
stant, gs, have been available for almost 15 years [52].
Those are used here2. At high energies, the charged
particle multiplicity is dominated by mesons. In the
hadronic sector at temperatures comparable to, and
lower than, the crossover temperature, photons originat-
ing from thermal reactions of mesonic origins were calcu-
lated in Ref. [26]. That same work also includes the pho-
tons obtained from taking the ⇢-meson self-energy to zero
invariant mass. This procedure accounts for the baryonic
contributions, be it radiative decays or reactions of the
type ⇡N ! ⇡N�, and NN ! NN�, where N represents
a nucleon. The net rate parametrized in Ref. [26] also

1
The thermalization approximation will be relaxed later.

2
Some recent work has extended this seminal result by going up

next-to-leading order [53]. For values of the strong coupling rel-

evant to the phenomenology considered in the current work, the

net photon rate at NLO is a modest 20% larger than that at LO.

avoids possible double-counting issues between mesonic
and baryonic contributions. Finally, this work includes
also recent estimates of ⇡⇡ bremsstrahlung contributions
[27], and of the reactions ⇡⇢ ! !�, ⇡! ! ⇢�, and
⇡! ! ⇢⇡ [28], absent from Ref. [26]. It is instructive
to compare rates, prior to integrating them with a dy-
namical four-volume evolution. This is done in Fig. 3.
The figure shows the LO partonic rates of Ref. [52] (solid
lines) compared with the hadronic rates of Refs. [26–28]
(dashed lines) for a range of temperatures in the cross-
over region.

C. Non-cocktail hadronic decay photons

As the strongly-interacting fluid hadronizes, it trans-
forms into hadrons which will interact. When those in-
teractions cease, the momentum distributions are frozen
and the particles free-stream out to the experimental de-
tectors. The longer-lived hadrons will contribute signif-
icantly to the photon signal and therefore have to be
included. Collectively, they are dubbed “the cocktail”
and are (for ALICE) ⇡0, ⌘, ⇢,!, ⌘0,�; the relevant photon-
producing decays are subtracted from the measured in-
clusive signal [54], to expose a combination of thermal
photons and prompt photons. There are however other,
shorter-lived, states which decay with a photonic com-
ponent in the final states [55]. This work includes all
of the ones with a mass M < 1.7 GeV. The di↵erential
cross section of the decay photons can then be calculated,
knowing the relevant branching ratio. After including all
of these, together with the decays considered in Ref. [56],
the most important channels were found to be ⌃ ! ⇤�,
f1(1285) ! ⇢0�, and K⇤(982) ! K�. All contributions
are however included, for completeness.

IV. CORRECTING THE PHOTON EMISSION
RATES FOR VISCOSITY

As mentioned earlier, it is an established fact that the
bulk dynamics of strongly interacting matter is sensitive
to the value of shear and bulk viscosities, two of the trans-
port coe�cients of QCD. Switching to a corpuscular de-
scription, and considering separately the reactions that,
together, define the fluid enables a channel-by-channel
viscous correction of the photon emission rates. The pho-
ton production rate, R� , admits a kinetic theory formu-
lation. For 2 ! 2 scattering (1 + 2 ! 3 + �) it is [51]

!
d3R�

d3k
=

1

2(2⇡)3

Z
d3p1

2P 0
1 (2⇡)

3

d3p2
2P 0

2 (2⇡)
3

d3p3
2P 0

3 (2⇡)
3

⇥(2⇡)4�4(P1 + P2 � P3 �K)|M|2fB/F (P1)fB/F (P2)

⇥
�
1 + �B/F fB/F (P3)

�
, (9)

where |M|2 is the squared matrix element corresponding
to the 2 ! 2 scattering, fB/F is the particle momentum
distribution for bosons (�B = 1) or fermions (�F = �1),

Paquet at al (2016)
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CONTRIBUTION OF ANOMALY TO TRANSPORT

Photon propagator in MCS:

2

the momentum space. The latter is encoded in the photon propagator which can be derived using

the Maxwell-Chern-Simons theory [9, 10] that couples electrodynamics to the topological charge

induced by external sources. The corresponding term in the Lagrangian is [8–10]

LA = �cA
4
✓Fµ⌫F̃

µ⌫ , (1)

where cA is the chiral anomaly coe�cient of QED [11, 12] and the dimensionless pseudoscalar field

✓ describes the topological charge. In many systems ✓ is believed to be a slowly varying function

of coordinates and time [4]. This is the approximation also assumed in this work. In particular, we

treat the first derivative @✓ as constant and adopt a fairly standard notation of the constant vector

bµ = (b0,�b) = cA@µ✓ = cA(✓̇,�r✓); b0 is also known as the chiral conductivity �� [13, 14]. The

photon propagator in chiral matter reads [8, 15]

Dµ⌫(q) = �i
q2gµ⌫ + i✏µ⌫⇢�b⇢q� + bµb⌫

q4 + b2q2 � (b · q)2 . (2)

Since we are interested in the static limit, it is convenient to introduce a notation Dµ⌫(q) =

limq0!0Dµ⌫(q) and the corresponding expression in the configuration space Dµ⌫(x). Throughout

the paper the bold face font distinguishes the three-dimensional vectors. The potential induced by

a stationary current J⌫(x) can be computed as

Aµ(x) = �i

Z
d3x0Dµ⌫(x� x0)J⌫(x

0) = �i

Z
d3q

(2⇡)3
eiq·xDµ⌫(q)J⌫(q) . (3)

In the forthcoming sections we consider electron scattering o↵ potential Aµ at the leading order

of the perturbation theory. Following [16] it is instructive to consider two di↵erent types of chiral

matter: (i) homogenous matter with b0 6= 0, b = 0 and (ii) stationary matter with b0 = 0, b 6= 0.

The paper is organized accordingly: Sec. II deals with the homogeneous chiral matter in which

case the scattering cross section (14) is found to have a resonance at momentum transfer q2 = �b20.

It appears due to the periodic variation of the vector potential with the wavenumber b0[16, 17] and

is intimately related to the chiral instability of the electromagnetic field [8]. Therefore, at T � b0

the transport cross section �T is enhanced as can be seen in (17). As a consequence, the mean free

path, which in a dilute gas of density n can be estimated as ` ⇠ 1/n�T , is shorter than at b0 = 0

by a factor of ⇠ M2/T 2. This implies suppression of transport coe�cients at high temperatures

and, in particular, of the ratio of the shear viscosity to the entropy density is ⌘/s ⇠ T ` hvi, which

may be a reason for the smallness of this ratio in Quark Gluon Plasma [18]. Indeed, the gluon

propagator has exactly same form as (2) apart from the color factor.

The stationary chiral matter is discussed in Sec. III and the corresponding scattering and

transport cross sections given by (23) and (25b) reflect the axial symmetry with respect of the

Lenhert, Potting
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Static limit q0=0

3

vector b. In Sec. IV the e↵ect of the new terms in the transport cross section is illustrated by

computing the electrical conductivity using the classical transport theory. In homogeneous matter

the result is displayed in Fig. 3 which shows suppression of the conductivity at T � b0. In

stationary matter the applied external electric field induces electric current along its direction and

in the direction of b with the corresponding conductivities � and �0. Their temperature dependence

is shown in Fig. 4. The discussion and conclusions are presented in Sec. V.

II. HOMOGENOUS MATTER

A. Potential

In homogeneous chiral matter with b = 0, b0 6= 0, the components of the propagator (2) read

in the static limit [16]

D00(q) =
i

q2
, (4a)

D0i(q) = D0i(q) = 0 , (4b)

Dij(q) = � i�ij
q2 � b20

�
✏ijkqk

b0(q2 � b20)
+
✏ijkqk

b0q2
. (4c)

The current density of the static point source (the “ion”) of charge e0 is J⌫(x) = e0�⌫0�(x). It

induces the Coulomb potential

A0(q) = e0/q2 , A(q) = 0 (5)

implying that the scattering cross section o↵ the point charge is given by the Rutherford formula

and is not a↵ected by the anomaly (in the static limit).

A non-trivial contribution comes about if the “ion” is in a state  with a finite expectation value

of the magnetic moment µ. Indeed, the spin current associated with such a state is r⇥ ⇤µ . In

the point particle limit the spin current can be written as J(x) = r⇥ (µ�(x)). It represents the

first non-vanishing multipole moment of the vector potential. Altogether the electrical current of

ion is

J0(x) = e0�(x) , J(x) = r⇥ (µ�(x)) , (6)

which in momentum space reads

J0(q) = e0 , J(q) = iq ⇥ µ . (7)

Qiu, Cao, Huang

(a) (b)

(c) (d)

FIG. 1. The topology of Abelian magnetic flux: (a) upper left – untwisted loop; (b) upper right –

twisted magnetic flux; (c) lower left – the self-linked magnetic flux (trefoil knot shown); (d) lower

right – the self-linked Chandrasekhar-Kendall state.

minimize the total magnetic energy

EM ⌘ 1

2

Z
d3x B2 (2.6)

at a given magnetic helicity (1.1). We thus expect that the CME currents will lead to the

transition from Hopfion states to CK states at late times, once the Ohmic currents have

dissipated. We will see below that explicit computations indeed yield this result.
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|q| = 2|p| sin #
2 . To be sure, the electron wave function also gets anomalous contributions, however

those external leg contributions are irrelevant for the scattering problem.

The static limit which is used in derivation of (12) requires that the energy transfer be negligible

compared to (i) the momentum transfer, i.e. q0 ⌧ |q| and (ii) the anomaly parameter, i.e. q0 ⌧ b0

as can be seen by examining the denominator of (2). Using q0 = q2/2M the first condition implies

that |q| ⌧ M , while the second condition imposes a stronger constraint |q| ⌧
p
b0M (since

b0 ⌧ M). In the static limit the interaction time 1/q0 is much longer than the time 1/b0 it takes

the chiral instability to develop.

Substituting the vector potential from(8b) and the scalar potential from (5) into (12) yields

d�

d⌦0 =
e2

4⇡2

(
e0E

q2
+

b0(µ · q p · q � p · µq2)

(q2 � b20)q
2

�2
+

[µ · (p⇥ p0)]2

(q2 � b20)
2

� q2

4


e02

q4
� (µ⇥ q)2

(q2 � b20)
2

✓
1 +

b20
q2

◆�)
.

(13)

Since the magnetic moments are usually randomly oriented, Eq. (13) needs to be averaged over its

directions. Using hµiµji = µ2�ij/3 one finds

⌧
d�

d⌦0

�
=

e2

8⇡2

⇢
2E2e02

q4

✓
1� q2

4E2

◆
+

2µ2

3(q2 � b20)
2

✓
1 +

b20
q2

◆
(p⇥ q)2 +

q4

2

��
. (14)

The first term in (14) corresponds to scattering o↵ the Coulomb potential, while the second one

involves a contribution of the magnetic moment. It is the last contribution that is dependent on

the anomaly parameter b0. It produces the resonant behavior at momentum transfers q2 = b20.

The origin of this behavior can be seen in the coordinate space, where the vector potential (10)

oscillates with the wave number b0. As have been already noted, |q| = b0 is the runaway mode

responsible for the chiral instability.

The transport cross section is defined as

�T =

Z
(1� cos#)d� =

1

2p2

Z
q2d� . (15)

Integration on the right-hand-side runs over the directions of momentum p0. Plugging (14) into

(15) and using (p⇥ q)2 = p2q2 � q4/4 we obtain for the transport cross section

�T =
e2

16⇡p4

Z (2p)2

0

⇢
2E2e02

q2

✓
1� q2

4E2

◆
+

2µ2

3

q2

(q2 � b20)
2 + �4

✓
1 +

b20
q2

◆✓
p2q2 +

q4

4

◆�
dq2

(16)

where � is related to the photon decay rate w in the chiral medium as �2 = q0w where w ⇠ e2b0

[20]. Actually, any process that tames the chiral instability also contributes to w.
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where � is related to the photon decay rate w in the chiral medium as �2 = q0w where w ⇠ e2b0

[20]. Actually, any process that tames the chiral instability also contributes to w.

<latexit sha1_base64="RUrHqMYnSdpuS4AcAD6c6IXwbfI=">AAACW3icbVDRahNBFJ1sq9a12tTSF/syNAgtSNgV0b4Ihb70sYJpC5k13JncJENnZpeZu0pYFvwaX/V3fPBfnKQBa9oDA4dzzuXeObIyOlCW/e4kG5uPHj/Zepo+237+Yqe7+/IylLVXOFClKf21hIBGOxyQJoPXlUew0uCVvDlb+Fdf0Qddus80r7CwMHV6ohVQlEbdV/KLsPVHfiSCnloYCTXTb4S0PDsedXtZP1uC3yf5ivTYChej3c6xGJeqtuhIGQhhmGcVFQ140spgm4o6YAXqBqY4jNSBxVA0y0+0/HVUxnxS+vgc8aV6d6IBG8Lcypi0QLOw7i3EBz1p1zbT5KRotKtqQqduF09qw6nki4b4WHtUZOaRgPI63s7VDDwoij2mwqPDb6q0Fty4EbId5kXTLBrr5W3LU3HXrZ2mZUDMgPi/WJvGcvP1Ku+Ty7f9/H0///Sud3qyqnmLHbBDdsRy9oGdsnN2wQZMse/sB/vJfnX+JBtJmmzfRpPOamaP/Ydk/y/C8bQ1</latexit>

bµ = (��,0)
<latexit sha1_base64="IuJmcoCG6dcUBUEi218ts4UJo2o=">AAACQHicbVDLSgMxFM34rONbl26CRdBNmRFRl4IbN0IF+4DOIJn01gaTzJDcUcowX+BWf8i/8A/ciVtXprVgrR4IOZxzLvdykkwKi0Hw6s3Mzs0vLFaW/OWV1bX1jc2tpk1zw6HBU5madsIsSKGhgQIltDMDTCUSWsnd+dBv3YOxItXXOMggVuxWi57gDJ10dXmzUQ1qwQj0LwnHpErGqN9segdRN+W5Ao1cMms7YZBhXDCDgkso/Si3kDF+x26h46hmCmxcjC4t6Z5TurSXGvc00pE6OVEwZe1AJS6pGPbttDcU//USNbUZe6dxIXSWI2j+vbiXS4opHdZAu8IARzlwhHEj3O2U95lhHF1ZfmRAwwNPlWK6W0RJ2Qnjwv2KVsOypH406eZa4CgQ9RnSn1jpu3LD6Sr/kuZhLTyuhVdH1bPTcc0VskN2yT4JyQk5IxekThqEEyCP5Ik8ey/em/fufXxHZ7zxzDb5Be/zC/okrqQ=</latexit>

M
<latexit sha1_base64="DJxSBW3RpaErr4KERvraStqqGC0=">AAACQXicbVDLSgMxFM34rOOr6tJNsIi6KTMi6rLgxqWKVaEzSCa9Y4NJZkjuKGWYP3CrP+RX+AnuxK0b01pQqwdCDuecy72cJJfCYhC8eBOTU9Mzs7U5f35hcWm5vrJ6YbPCcGjzTGbmKmEWpNDQRoESrnIDTCUSLpPbo4F/eQfGikyfYz+HWLEbLVLBGTrpDLau642gGQxB/5JwRBpkhJPrFW8n6ma8UKCRS2ZtJwxyjEtmUHAJlR8VFnLGb9kNdBzVTIGNy+GpFd10SpemmXFPIx2qPydKpqztq8QlFcOeHfcG4r9eosY2Y3oYl0LnBYLmX4vTQlLM6KAH2hUGOMq+I4wb4W6nvMcM4+ja8iMDGu55phTT3TJKqk4Yl+5XtBFWFfWjn26hBQ4DUY8h/Y5Vvis3HK/yL7nYbYb7zfB0r9E6HNVcI+tkg2yTkByQFjkmJ6RNOEnJA3kkT96z9+q9ee9f0QlvNLNGfsH7+ASU+K7t</latexit>

e0

<latexit sha1_base64="kKMymuctBUKdFa+yvDVKByd1TaA=">AAACQHicbVDLSgMxFM34rOOzunQTLIJuyoyIdim4calgbaEzlEx6a4NJZkjuKGWYL3CrP+Rf+AfuxK0r01pQWw+EHM45l3s5SSaFxSB49ebmFxaXlisr/ura+sbmVnX7xqa54dDkqUxNO2EWpNDQRIES2pkBphIJreTufOS37sFYkeprHGYQK3arRV9whk66gu5WLagHY9BZEk5IjUxw2a16h1Ev5bkCjVwyazthkGFcMIOCSyj9KLeQMX7HbqHjqGYKbFyMLy3pvlN6tJ8a9zTSsfp7omDK2qFKXFIxHNhpbyT+6yVqajP2G3EhdJYjaP69uJ9Liikd1UB7wgBHOXSEcSPc7ZQPmGEcXVl+ZEDDA0+VYrpXREnZCePC/YrWwrKkfvTbzbXAcSAaMKQ/sdJ35YbTVc6Sm6N6eFIPr45rZ41JzRWyS/bIAQnJKTkjF+SSNAknQB7JE3n2Xrw37937+I7OeZOZHfIH3ucXJtOuvA==</latexit>e

scattering on a heavy “ion”

<latexit sha1_base64="ul6Onnq+iwldv6qASXEeFtkSx9s=">AAACRnicbVBNa9tAEB05TeuqaWM3x1yWmkJyMVIpbY6GXHJMIf4AS4TVemwv3l2J3VGKEfoRvaZ/qH8hf6K30GvWjqGOkwcDj/feMMPLCiUdRdFd0Nh7tf/6TfNt+O7g/YfDVvvjwOWlFdgXucrtKOMOlTTYJ0kKR4VFrjOFw2xxvvKHN2idzM0VLQtMNZ8ZOZWCk5eGSaZZosvrVifqRmuw5yTekA5scHndDk6TSS5KjYaE4s6N46igtOKWpFBYh0npsOBiwWc49tRwjS6t1v/W7LNXJmyaWz+G2Frd3qi4dm6pM5/UnOZu11uJL3qZ3rlM07O0kqYoCY14PDwtFaOcrcpgE2lRkFp6woWV/ncm5txyQb6yMLFo8KfIteZmUiVZPY7TqlpV1onrmoXJtlsaSetAMufE/sfq0Jcb71b5nAy+dONv3fjH107vbFNzE47hE5xADN+hBxdwCX0QsIBfcAu/gz/B3+A++PcYbQSbnSN4ggY8AAfhsB0=</latexit>µ

<latexit sha1_base64="n32NumWjH8FWKfzOpMUs5ZiJs8c=">AAACRHicbVDLSgNBEJz1Gde3Hr0MBkEvYVdEPQpePEYwGsguYXbSSQZnZteZXiUs+w1e9Yf8B//Bm3gVJzGgJhY0FFXVdFNJJoXFIHj1Zmbn5hcWK0v+8srq2vrG5ta1TXPDocFTmZpmwixIoaGBAiU0MwNMJRJuktvzoX9zD8aKVF/hIINYsZ4WXcEZOqkRJYretTeqQS0YgU6TcEyqZIx6e9M7iDopzxVo5JJZ2wqDDOOCGRRcQulHuYWM8VvWg5ajmimwcTH6tqR7TunQbmrcaKQj9fdGwZS1A5W4pGLYt5PeUPzXS9TEZeyexoXQWY6g+ffhbi4ppnRYBe0IAxzlwBHGjXC/U95nhnF0hfmRAQ0PPFWK6U4RJWUrjItiWFg1LEvqR7/dXAscBaI+Q/oTK31XbjhZ5TS5PqyFx7Xw8qh6djquuUJ2yC7ZJyE5IWfkgtRJg3AiyCN5Is/ei/fmvXsf39EZb7yzTf7A+/wCPVCwOw==</latexit>q

<latexit sha1_base64="Q6QcWwjkxBc3/0iVmZC/7JimsMk=">AAACQHicbVDLSgMxFM34rOOzunQTLIJuyoyIdim4calgbaEzlEx6a4NJZkjuKGWYL3CrP+Rf+AfuxK0r01pQWw+EHM45l3s5SSaFxSB49ebmFxaXlisr/ura+sbmVnX7xqa54dDkqUxNO2EWpNDQRIES2pkBphIJreTufOS37sFYkeprHGYQK3arRV9whk66yrpbtaAejEFnSTghNTLBZbfqHUa9lOcKNHLJrO2EQYZxwQwKLqH0o9xCxvgdu4WOo5opsHExvrSk+07p0X5q3NNIx+rviYIpa4cqcUnFcGCnvZH4r5eoqc3Yb8SF0FmOoPn34n4uKaZ0VAPtCQMc5dARxo1wt1M+YIZxdGX5kQENDzxViuleESVlJ4wL9ytaC8uS+tFvN9cCx4FowJD+xErflRtOVzlLbo7q4Uk9vDqunTUmNVfILtkjByQkp+SMXJBL0iScAHkkT+TZe/HevHfv4zs6501mdsgfeJ9fO0euxw==</latexit>p

<latexit sha1_base64="/KiRkLDWjpTBvOu1790LEaW5vIc=">AAACQXicbVDLSgMxFM34rOOr6tJNsIi6KTMi6rLgxqWKVaEzSCa9Y4NJZkjuKGWYP3CrP+RX+AnuxK0b01pQqwdCDuecy72cJJfCYhC8eBOTU9Mzs7U5f35hcWm5vrJ6YbPCcGjzTGbmKmEWpNDQRoESrnIDTCUSLpPbo4F/eQfGikyfYz+HWLEbLVLBGTrpLN+6rjeCZjAE/UvCEWmQEU6uV7ydqJvxQoFGLpm1nTDIMS6ZQcElVH5UWMgZv2U30HFUMwU2LoenVnTTKV2aZsY9jXSo/pwombK2rxKXVAx7dtwbiP96iRrbjOlhXAqdFwiafy1OC0kxo4MeaFcY4Cj7jjBuhLud8h4zjKNry48MaLjnmVJMd8soqTphXLpf0UZYVdSPfrqFFjgMRD2G9DtW+a7ccLzKv+RitxnuN8PTvUbrcFRzjayTDbJNQnJAWuSYnJA24SQlD+SRPHnP3qv35r1/RSe80cwa+QXv4xOpd674</latexit>

p0



64

ELECTRON-ION CROSS SECTION

Current of an ion with charge e’ and magnetic moment %:

3

vector b. In Sec. IV the e↵ect of the new terms in the transport cross section is illustrated by

computing the electrical conductivity using the classical transport theory. In homogeneous matter

the result is displayed in Fig. 3 which shows suppression of the conductivity at T � b0. In

stationary matter the applied external electric field induces electric current along its direction and

in the direction of b with the corresponding conductivities � and �0. Their temperature dependence

is shown in Fig. 4. The discussion and conclusions are presented in Sec. V.

II. HOMOGENOUS MATTER

A. Potential

In homogeneous chiral matter with b = 0, b0 6= 0, the components of the propagator (2) read

in the static limit [16]

D00(q) =
i

q2
, (4a)

D0i(q) = D0i(q) = 0 , (4b)

Dij(q) = � i�ij
q2 � b20

�
✏ijkqk

b0(q2 � b20)
+
✏ijkqk

b0q2
. (4c)

The current density of the static point source (the “ion”) of charge e0 is J⌫(x) = e0�⌫0�(x). It

induces the Coulomb potential

A0(q) = e0/q2 , A(q) = 0 (5)

implying that the scattering cross section o↵ the point charge is given by the Rutherford formula

and is not a↵ected by the anomaly (in the static limit).

A non-trivial contribution comes about if the “ion” is in a state  with a finite expectation value

of the magnetic moment µ. Indeed, the spin current associated with such a state is r⇥ ⇤µ . In

the point particle limit the spin current can be written as J(x) = r⇥ (µ�(x)). It represents the

first non-vanishing multipole moment of the vector potential. Altogether the electrical current of

ion is

J0(x) = e0�(x) , J(x) = r⇥ (µ�(x)) , (6)

which in momentum space reads

J0(q) = e0 , J(q) = iq ⇥ µ . (7)

4

According to (3) and (4) it produces the potential

A`(q) = �iD`i(q)Ji(q) = �✏ijkµ
kqj

✓
� i�`i
q2 � b20

� ✏`irqr

b0(q2 � b20)
+

✏`irqr

b0q2

◆
(8a)

= � 1

q2 � b20


i(µ⇥ q)` +

b0
q2

(µ · qq` � q2µ`)

�
, (8b)

while the time component is still given by the first equation of (5). Transformation to the config-

uration space is accomplished using the integral

Z
eiq·x

|q|2 � b20 � i0
d3q =

2⇡2

|x| e
i|x|b0 . (9)

The potential, or, more precisely, the zero-frequency component of the vector potential, in the

configuration space reads

A(x) =
µ⇥ x

4⇡|x|3 (1� ib0|x|) eib0|x| �
µ

2⇡b0|x|3
⇣
1� eib0|x| + ib0|x|eib0|x|

⌘

+
(µ⇥ x)⇥ x

4⇡b0|x|5
h
3
⇣
eib0|x| � 1

⌘
� ib0|x|(3� ib0|x|)eib0|x|

i
. (10)

In the anomaly-free limit b0 ! 0 (10) reduces to the classical result

A(x) =
1

4⇡

µ⇥ x

|x|3 =
1

4⇡

Z r0 ⇥ (µ�(x0))

|x� x0| d3x0 , bµ = 0 . (11)

Since µ ⇠ e/M , the magnetic contribution (10) is a relativistic correction to the Coulomb potential.

The oscillatory behavior of the potential (10) stems from the non-dissipative nature of the

anomalous current [19]. Its imaginary part indicates the radiative instability with respect to the

pair-production [20]. An important feature of the photon propagator in chiral matter (2) is the

emergence of the unstable modes that produce the chiral instability of the electromagnetic field.

This instability originates in the momentum interval |q| < b0 and appears as the pole in the upper-

half of the complex q0-plane [8, 17]. In the static limit q0 ! 0 there is a single mode |q| = b0 that

causes the chiral instability and it appears as the singularity in (8b).

B. Cross sections

The scattering cross section of “electron” of charge e o↵ an “ion” of charge e0 reads

d�

d⌦0 =
e2

8⇡2

⇥
p ·A⇤(q) p0 ·A(q)� p · p0|A(q)|2 + p ·A(q) p0 ·A⇤(q) +m2|A(q)|2

⇤
, (12)

where p = (E,p) and p0 = (E,p0) are particle momentum before and after scattering and q =

p0 � p is the momentum transfer. In terms of the scattering angle # the momentum transfer is
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Z r0 ⇥ (µ�(x0))
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Since µ ⇠ e/M , the magnetic contribution (10) is a relativistic correction to the Coulomb potential.

The oscillatory behavior of the potential (10) stems from the non-dissipative nature of the

anomalous current [19]. Its imaginary part indicates the radiative instability with respect to the

pair-production [20]. An important feature of the photon propagator in chiral matter (2) is the

emergence of the unstable modes that produce the chiral instability of the electromagnetic field.

This instability originates in the momentum interval |q| < b0 and appears as the pole in the upper-

half of the complex q0-plane [8, 17]. In the static limit q0 ! 0 there is a single mode |q| = b0 that

causes the chiral instability and it appears as the singularity in (8b).

B. Cross sections

The scattering cross section of “electron” of charge e o↵ an “ion” of charge e0 reads

d�

d⌦0 =
e2

8⇡2

⇥
p ·A⇤(q) p0 ·A(q)� p · p0|A(q)|2 + p ·A(q) p0 ·A⇤(q) +m2|A(q)|2

⇤
, (12)

where p = (E,p) and p0 = (E,p0) are particle momentum before and after scattering and q =

p0 � p is the momentum transfer. In terms of the scattering angle # the momentum transfer is

In the static limit, there is only one unstable mode

5

|q| = 2|p| sin #
2 . To be sure, the electron wave function also gets anomalous contributions, however

those external leg contributions are irrelevant for the scattering problem.

The static limit which is used in derivation of (12) requires that the energy transfer be negligible

compared to (i) the momentum transfer, i.e. q0 ⌧ |q| and (ii) the anomaly parameter, i.e. q0 ⌧ b0

as can be seen by examining the denominator of (2). Using q0 = q2/2M the first condition implies

that |q| ⌧ M , while the second condition imposes a stronger constraint |q| ⌧
p
b0M (since

b0 ⌧ M). In the static limit the interaction time 1/q0 is much longer than the time 1/b0 it takes

the chiral instability to develop.

Substituting the vector potential from(8b) and the scalar potential from (5) into (12) yields

d�

d⌦0 =
e2

4⇡2

(
e0E

q2
+

b0(µ · q p · q � p · µq2)

(q2 � b20)q
2

�2
+

[µ · (p⇥ p0)]2

(q2 � b20)
2

� q2

4


e02

q4
� (µ⇥ q)2

(q2 � b20)
2

✓
1 +

b20
q2

◆�)
.

(13)

Since the magnetic moments are usually randomly oriented, Eq. (13) needs to be averaged over its

directions. Using hµiµji = µ2�ij/3 one finds

⌧
d�

d⌦0

�
=

e2

8⇡2

⇢
2E2e02

q4

✓
1� q2

4E2

◆
+

2µ2

3(q2 � b20)
2

✓
1 +

b20
q2

◆
(p⇥ q)2 +

q4

2

��
. (14)

The first term in (14) corresponds to scattering o↵ the Coulomb potential, while the second one

involves a contribution of the magnetic moment. It is the last contribution that is dependent on

the anomaly parameter b0. It produces the resonant behavior at momentum transfers q2 = b20.

The origin of this behavior can be seen in the coordinate space, where the vector potential (10)

oscillates with the wave number b0. As have been already noted, |q| = b0 is the runaway mode

responsible for the chiral instability.

The transport cross section is defined as

�T =

Z
(1� cos#)d� =

1

2p2

Z
q2d� . (15)

Integration on the right-hand-side runs over the directions of momentum p0. Plugging (14) into

(15) and using (p⇥ q)2 = p2q2 � q4/4 we obtain for the transport cross section

�T =
e2

16⇡p4

Z (2p)2

0

⇢
2E2e02

q2

✓
1� q2

4E2

◆
+

2µ2

3

q2

(q2 � b20)
2 + �4

✓
1 +

b20
q2

◆✓
p2q2 +

q4

4

◆�
dq2

(16)

where � is related to the photon decay rate w in the chiral medium as �2 = q0w where w ⇠ e2b0

[20]. Actually, any process that tames the chiral instability also contributes to w.

Coulomb Anomaly

The corresponding potential

Cross section averaged over the magnetic moment directions:
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SPIN AVERAGE CROSS-SECTION

Transport cross section

6

Integration in (16) yields

�T =
e2

16⇡p4

✓
4E2e02L+

2µ2

3
4p4I

◆
, (17)

where L stands for the Landau logarithm (the first, Coulomb term, in (16) is computed with the

logarithmic accuracy) and we defined

I = 1 +
1

✏

⇥
2a(1 + a)� ✏2

⇤✓
arctan

1� a

✏
+ arctan

a

✏

◆
+

1

2
(1 + 3a) ln

✓
1 +

1� 2a

a2 + ✏2

◆
, (18)

with

a =
b20
4p2

, ✏ =
�2

4p2
. (19)

This function is displayed in Fig. 1. At large momenta (18) can be expanded at small a while

keeping the ratio a/✏ fixed. With the logarithmic accuracy this gives I ⇡ ln a�1. If |p| � M , then

the anomalous term dominates and the transport cross section which reads⇤

�T ⇡ e2µ2

6⇡
ln

4p2

b20
, |p| � b0 ,� . (20)

In the opposite limit |p| ⌧ b0,�, I ⇡ 6p2b20/(b
4
0 + �4) so that the Coulomb term dominates the

transport cross section. It is noteworthy that the transport cross section is only logarithmically

sensitive to the chiral conductivity b0 and does not depend on the external parameter � in two

asymptotic regimes. The transition between these regimes at moderate momenta is the most

sensitive to their values.

FIG. 1. Function I(a) at ✏ = 0.03.

⇤ A more precise expression is obtained by keeping sub-logarithmic corrections in (18) which is accounted for by

replacing in (20) ln(4p2/b20) ! ln(4p2/b20) + 1 + ⇡y + 2y arctan y � (1/2) ln(1 + 1/y2) with y = b20/�
2.

6

Integration in (16) yields

�T =
e2

16⇡p4

✓
4E2e02L+

2µ2

3
4p4I

◆
, (17)

where L stands for the Landau logarithm (the first, Coulomb term, in (16) is computed with the

logarithmic accuracy) and we defined

I = 1 +
1

✏

⇥
2a(1 + a)� ✏2

⇤✓
arctan

1� a

✏
+ arctan

a

✏

◆
+

1

2
(1 + 3a) ln

✓
1 +

1� 2a

a2 + ✏2

◆
, (18)

with

a =
b20
4p2

, ✏ =
�2

4p2
. (19)

This function is displayed in Fig. 1. At large momenta (18) can be expanded at small a while

keeping the ratio a/✏ fixed. With the logarithmic accuracy this gives I ⇡ ln a�1. If |p| � M , then

the anomalous term dominates and the transport cross section which reads⇤

�T ⇡ e2µ2

6⇡
ln

4p2

b20
, |p| � b0 ,� . (20)

In the opposite limit |p| ⌧ b0,�, I ⇡ 6p2b20/(b
4
0 + �4) so that the Coulomb term dominates the

transport cross section. It is noteworthy that the transport cross section is only logarithmically

sensitive to the chiral conductivity b0 and does not depend on the external parameter � in two

asymptotic regimes. The transition between these regimes at moderate momenta is the most

sensitive to their values.

FIG. 1. Function I(a) at ✏ = 0.03.

⇤ A more precise expression is obtained by keeping sub-logarithmic corrections in (18) which is accounted for by

replacing in (20) ln(4p2/b20) ! ln(4p2/b20) + 1 + ⇡y + 2y arctan y � (1/2) ln(1 + 1/y2) with y = b20/�
2.

6

Integration in (16) yields

�T =
e2

16⇡p4

✓
4E2e02L+

2µ2

3
4p4I

◆
, (17)

where L stands for the Landau logarithm (the first, Coulomb term, in (16) is computed with the

logarithmic accuracy) and we defined

I = 1 +
1

✏

⇥
2a(1 + a)� ✏2

⇤✓
arctan

1� a

✏
+ arctan

a

✏

◆
+

1

2
(1 + 3a) ln

✓
1 +

1� 2a

a2 + ✏2

◆
, (18)

with

a =
b20
4p2

, ✏ =
�2

4p2
. (19)

This function is displayed in Fig. 1. At large momenta (18) can be expanded at small a while

keeping the ratio a/✏ fixed. With the logarithmic accuracy this gives I ⇡ ln a�1. If |p| � M , then

the anomalous term dominates and the transport cross section which reads⇤

�T ⇡ e2µ2

6⇡
ln

4p2

b20
, |p| � b0 ,� . (20)

In the opposite limit |p| ⌧ b0,�, I ⇡ 6p2b20/(b
4
0 + �4) so that the Coulomb term dominates the

transport cross section. It is noteworthy that the transport cross section is only logarithmically

sensitive to the chiral conductivity b0 and does not depend on the external parameter � in two

asymptotic regimes. The transition between these regimes at moderate momenta is the most

sensitive to their values.

FIG. 1. Function I(a) at ✏ = 0.03.
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replacing in (20) ln(4p2/b20) ! ln(4p2/b20) + 1 + ⇡y + 2y arctan y � (1/2) ln(1 + 1/y2) with y = b20/�
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At large momenta

Γ is width
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|q| = 2|p| sin #
2 . To be sure, the electron wave function also gets anomalous contributions, however

those external leg contributions are irrelevant for the scattering problem.

The static limit which is used in derivation of (12) requires that the energy transfer be negligible

compared to (i) the momentum transfer, i.e. q0 ⌧ |q| and (ii) the anomaly parameter, i.e. q0 ⌧ b0

as can be seen by examining the denominator of (2). Using q0 = q2/2M the first condition implies

that |q| ⌧ M , while the second condition imposes a stronger constraint |q| ⌧
p
b0M (since

b0 ⌧ M). In the static limit the interaction time 1/q0 is much longer than the time 1/b0 it takes
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Since the magnetic moments are usually randomly oriented, Eq. (13) needs to be averaged over its

directions. Using hµiµji = µ2�ij/3 one finds
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The first term in (14) corresponds to scattering o↵ the Coulomb potential, while the second one

involves a contribution of the magnetic moment. It is the last contribution that is dependent on

the anomaly parameter b0. It produces the resonant behavior at momentum transfers q2 = b20.

The origin of this behavior can be seen in the coordinate space, where the vector potential (10)

oscillates with the wave number b0. As have been already noted, |q| = b0 is the runaway mode

responsible for the chiral instability.
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where � is related to the photon decay rate w in the chiral medium as �2 = q0w where w ⇠ e2b0

[20]. Actually, any process that tames the chiral instability also contributes to w.

due to processes that 
tame the instability
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Coulomb Anomaly

⇒ anomaly dominates Coulomb
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ANOMALOUS CONTRIBUTION TO CONDUCTIVITY

Conductivity

9

e = e0 and n = n0 for notational simplicity. We proceed by computing the current (26) in two

limiting cases.

A. Homogeneous matter

Electrical conductivity at b = 0 can be computed using the standard formula

� =
e2

3T

Z
f0

1

n�T
d3p , (27)

where the transport cross section is given by (17). As explained there, at low energies/temperatures

the Coulomb term dominates the transport cross section so that one recovers the textbook result

� = 16⇡T/e2L, where L = ln(T/mD). At high temperatures one obtains using (20)

� =
⇡

µ2T ln(T/b0)
, T � b0, � . (28)

Remarkably, this formula does not depend on the resonance width � (which is essentially a cuto↵)

and only weakly depends on b0. It shows that the electrical conductivity of homogenous chiral

matter with b0 6= 0 is suppressed at high temperatures by a factor of e2/8µ2T 2 ⇠ M2/2T 2, where

M is the ion mass. This is exhibited in Fig. 3, neglecting the temperature dependance of the Landau

logarithm. The suppression happens because of the resonance in the scattering cross section at

the scattering angle # = b0/|p|, which in turn can be traced back to the oscillatory behavior of the

potential as explained in Sec. II.

FIG. 3. Electrical conductivity (27) at � = 0.1b0, M = 5b0 and L = 5 (solid line). Dashed line: the

Coulomb limit, dotted line: the anomalous contribution (28) with the correction mentioned in footnote ⇤.

In relativistic heavy-ion collisions b0 is conjectured to be on the order of 1–10 MeV [4].
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M is the ion mass. This is exhibited in Fig. 3, neglecting the temperature dependance of the Landau

logarithm. The suppression happens because of the resonance in the scattering cross section at

the scattering angle # = b0/|p|, which in turn can be traced back to the oscillatory behavior of the

potential as explained in Sec. II.

FIG. 3. Electrical conductivity (27) at � = 0.1b0, M = 5b0 and L = 5 (solid line). Dashed line: the

Coulomb limit, dotted line: the anomalous contribution (28) with the correction mentioned in footnote ⇤.

In relativistic heavy-ion collisions b0 is conjectured to be on the order of 1–10 MeV [4].

(anomaly contribution to f0 is 
neglected for simplicity)
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SUMMARY

Electrodynamics of chiral media (e.g. quark-gluon plasma, Weyl 
semimetals, axion dark matter, primordial magnetic fields) has 

many novel effects and intriguing features. 

Many opportunities for ambitious experimentalists.

read more
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