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INTRODUCTION 

AI some lime in our lives. we have all been forced hI learn Ihe procedural skills 
Ihal supposedly comprise malhematical literacy (e.g . , place-value addition) 
thruugh the process of rule memorizalion. perhaps, enhanced by the use of 
"modds" te.g., the abacus). These models were intended to provide an intuitive 
basis for a given procedure . BUI what really is a "model" of a procedural skill? 
How docs it help in learning'! How faithful can it be made to be? And, more 
generally, how can it help a procedure lake on . 'meaning' "! 

This chapter is din!cted at understanding how procedures can take on . 'mean­
ing." It is intended to pruvide a small step in that direction by discussing a 
particular kind of "semanlics" for procedural skills, which we call ICIt'tJlt'gil' 
semantics, in the coniC xl of lhe unambiguous and lOIally specifiable procedural 

skills of elemenlary mathemalics . 
The teleologic semanlics of a procedure is knowledge about Ihe purposes of 

each of its parts and how they fitlogether. Such knowledge is Ihe province of troe 
masters of Ihe procedure. Its value is extolled by the proverb, . 'To really under­
stand something. one musl build il." Teleologic semantics is the meaning pos­
sessed by one who knows not only the surface structure of a procc:dure but also 

the delails of ils design. 
This chapter has two argumenls . First. we motivate the particular representa­

tilln that we usc for teleologic semantics, which we call planll;ng nelS. by 
~hllwing huw it can capture analugic~ belween procc:dures as seen by an expert at 
Ih'l~c pflll'eJurc~, SCl'lllld. we shllw Ihat tdc:olugic semantics, as formalized by 
planning ncb. i~ usdul b) Jescribing several plltential application, in lhe field of 
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education . In particular. some consideration is given III how leleologic semantics 
can be ellplained and 10 how it provides a useful framework for developing 
"optimal" sequences of "model" procedures (or microworlds) for guided dis­
covery learning. 

Analogy Between Procedures 

Before we delve into a technical discussion of procedural analogies. leI us con­
sider a simple ellample of an analogy between the procedure for adding two 
multidigit numbers and a "model" procedure for addition that manipulates phys­
ical objects that represent numbers . The model procedure is a physical procedure 
in that it manipulates physical objects that stand for numbers. Before we can 
describe the procedure. we brieny describe the objects that it manipulates. 
namely. Dienes Blods. 

Th(' Di('I/('s Blod:.f Rf'pn'Jf'IItfltiml of Numb('r.f. Dienes Blocks provide an 
explicit representation of base-IO numbers-namely. a set of ullit blocks for 
representing the units; a set of lOll/( blocks consisting of 10 unit blocks molded 
into a long stick for representing the lOs; a set of.f1m blods consisting of 10 long 
blocks laid next to each other, thus forming a 10 x 10 square for represent­
ing the 1005; and finally a set of cub(·.f in the fornl of 10 x 10 x JO units for 
representing the IOOOs . A number (of four or less digits) can be physically 
represented by selecting the number of unit blocks to correspond 10 the units 
digit, the number of long blocks to correspund to Ihe I (Is digit. and so on. Hence 
a particular multidigit number is represented by piles of units. lungs. Jlats. and 
cubes. Here. for example, is 123 represented in Dienes Blocks: 

The base-IO nalure of Ihe symbolic place-value sl'heme for representing num­
bers is then made explicit. since one can see the direct translation of a number 
represented as piles of Dienes Blocks into a base-I system (i.e .• the tOlal number 
of units comprising all the blocks in all the piles). 

Dif'm'.f Block Aflt/ilill/I. Addition of two multidigit numbers represented as 
concrete Dienes Blocks involves forming set unions and "trading . " The units 
pile for eal·h of Ihe Iwo numbers is first unioned together. This corresponds 10 

addilll! Ihe unils l·olumn . Nellt . Ihe resullin~ sci is cllOlmilled . If it colOtains llIore 
than I II UIlII hilld, s. then 10 !llocks arc removed hum this ~cI al)d traded for a long 
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block (consisting of to units). which is then placed in a pile of long blocks of the 
top number. This corresponds to carrying from the units to the lOs column in 
standard addition. The procedure now repeats. unioning the longs piles. then the 
nats. and so forth. 

A theory of analogy between procedures. applied to this case. should be able 
to capture not only the fact that Dienes Block addition and standard addition 
produce the same answers given the same inputs, but that their illlf"rnal stru('­
turf'J correspond as well. Set unions match with column sums. trading matches 

carrying. and so on. 

Two-Pass Additioll /ll1I.flratf's Diffen'IIn's in Clo.ff·'U'ss. We were recently 
struck by the way Dienes Blocks were being used in a school . In particular. the 
Dienes Blocks pmcedure being taught was not as described earlier but instead 
had Ihe students combining all the piles of blocks together and then returning to 
the units pile and trading up and so on. Thus. in standard multidjgit addition. a 
carry is (potentially) performed after each column operation. whereas in this 
version of Dienes Block additinn. the "trading" (or carrying) operation was 
being deferred until all the culumns has been initially processed . One intuitively 
feels that this second, two-pass procedure is not as closely analogous to standard 
addition as the previous. one-pass Dienes Block procedure . 

A theory of analogy should have some formal measure that can predict how 
close an analogy is . The theory that follows has such a formal mechanism. called 
a e11/.f/'IIf'U mf'rr;/". The degree of correlation between the predictions of the 
closeness metric and subject's intuitive judgments of closeness is one verification 

condition for the theory . I 

Win' Arithm('lic? The examples in Ihe chapter are all drawn from the compu­
tatiun~1 procedures of arithmetic. even though the techniques we have developed 
have wide applicability. We limited our examples to arithmelic for several rea­
sons . Everyone knows how 10 add and subtract. so lack of familiarity with the 
ellample domain will not hinder comprehension of these admilledly ralher 
abstracl formalisms . Arilhmetic is a highly evolved. complex system of proce­
dures . II has ileration, recursion, tables of facls. and. of course. a rather nonlri­
vial dala representation-namely place-value numbers. Lastly, arilhmetic is 
taughl in school. This means our lheories are more likely to accrue the benefits or 
thoughtful. ellperience-based crilicism rrom those with a sincere interest in put­

ting the theories 10 work. 

'It is sal"e It, assume that individuals will differ in their judgmenu of the dllseness of analogies. 
We take the I'llsitilln Ihalthis is due to the different deep stru.:turesthat they assittn til procedures . For 
eURll'k . ",'RlellllC whu " just teaminl addiliun may not find the analogy between line-pass and 
tw ... ~ss addition I'ankularly dn~ . This might ~ due III a lad 01 distiMt ClIMe"" 1m ··,·anyin,·· 
and . ·mlumn add,l,un . . s .. hn'" IInc un.Jcr,tantl, • J>rll.:ctlurc .flc,·" the data .gainst which tho: 

'hl'ur~ u. an..I"I!~· ~,II ht· \I~nrict.l RCI.:ilu,,-' we arc IOh.·ft.·~'cLi In Idcolu"it: ~m4lnl i\."s .. nd beGIUM! 

h.'kul"t!H.: ut1tlcr't.,",hn~ ., a nHl.L "t c\p,°rU'4:'. II .' "up"rt .. n. tn U\C CJl.perh a!ll suhje\.'h . 
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Orgall;zal;mfaIO,'I;'''';I;'W. The chapter is divided into three pans. The first 
pan is an exposition of some of the basic concepts of formal Iheories of analogy. 
We assume that an analogy can be represented as a mappillg between a dt'l;'f/ 
Siruciurr representation of each procedure that is expressed as a maxim(41 purriill 
isomorphism between the two deep structures. Thus, after an analogy has been 
comprehended, we would expect to find cognitive structures that could be 
modeled by three components; two of which represent the abstraction IIr deep 
structure of the two procedures, and the third representing the struclUre­
preserving map (i.e . , analogy) between these two struclUres . 

The second pan of the chapter motivates the planning-net represenlation of 
teleologic semantics by using it as the dup Strlte·'Url;' component of a theory of 
analogies between pRlcedures. The third part is an examination of some of the 
applications of this theory to educatiun. In panicular. we discuss a paradigm for 
explaining the teh:ologic semantics that involves using a sequence of analogies 
such thlAt each analogy illustrates exactly one concept underlying the synthesis of 
the given "target" procedure (e .g., place-value subtraction) . This paradigm is 
then augmented with a set of " naturalness" principles for structuring a sequem:e 
of "nalogies, thereby addressing the problem of how to design an optimal se­
quence of "microworlds" or models for enhancing discovery learning. 

We caution the reader that our style of arguing with examples has led to the 
incorporation of a great deal of detail into the subsequent pages. However. if 
anificial intelligence has contributed anything to cognitive psychoillgy , it is an 
appreciation that ignllring trivial delail often leads to overlouking nuntrivial 

problems . 

A GENERAL THEORY OF ANALOGY 

This section presents a theory of analogy so general that it is almost vacuous . It 
appears thai vinualJy any theory of analogy. including the theory of procedural 
analogies that is presented later, can be recast as a special Cllse of Ihis general 
theory. Thus, this general theory is apparently immune to refutation. Nonethe­
less, it allows discussion of some concepls common to all analogies. such as 
"closeness," before becoming immersed in the details of procedures and their 
representations . 

Mapping Between "Deep Structures" 

We view an analogy as a comparison of two "things" that can be broken down 
into three pans: ( I ) an analysis of the first thing into smne abs'tract description (or 
d.:ep stnu:turc); C! I an analysis III' the second thing intll anllther abstract descrip­
Ih'll . alld dl a lIIapplllg hl:twe.:n the tWII de~uiptilln' . Thi~ tripanite breakdllwn 
I~ the tllulldatilllllli the generaltheury IIf anaillgy . EUl·tly this breakduwn i~ alsu 
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found in Tversky 's work on similarity, a domain that illustrates the general 
theory more clearly because of the simpler "deep structures" that arc used 
(Tversk y, 1977). 

Much research on similarity has used pairs of geometric figures or letters . A 
typical task is to rate the similarity of () to t·. Tversky's analysis of dUslUk is to 
assume a feature space, describe each figure as a set of features, then predict the 
similarity judgments with some "metric" on the overlap of the feature set of () 
with the feature set of c·. The correlation of the judgments with the predictions 
serves as a verification condition on the feature space and the metric . Often, the 
features are not very abstract; II might be mapped into the description (curved, 
circular, closed). and c would become (curved, circular . open). 

Much of the research on analogy has studied a task one otien finds on intelli­
gence tests-namely, to fill in X in a statement of the form: •. A is to B as C is to 
X. " Most commonly, the four elements A. B. C. and X arc either words or 
geometric figures. A simple example uf a word analogy problem is: "Red is to 
Stop as Green is to (a. Go; b. Halt). " Superficially. this appears to be a different 
sun of task than the similarity task. since there are four things rather than two . 
But the two tasks become very much the same when one considers the analogy 
task to be a comparison of rl;'lal;muhips rather than directly apprehendable 
things. This is a widdy held view of analogy . Indeed. the instructions to one 
analogy test. as quoted by Evans (196M), read : "Find the rule by which Figure A 
has been changed to make Figure B. Apply the rule to Figure C. Select the 
resulting figure fRlm Figures I to 5 Ip. 2721." 

Actually. these instructions represent just one strategy for answering analogy 
problems. Evans' ANAl.OGY program, for example. used a different strategy, 
whereby it extracted an AI rule, then found five rules for pairs CI, 0. Cl, C4, 

and C'. then finally chose one rule of the five as being the most similar to the AI 

rule. The existence of many different strategies for solving analogy problems also 
obscures the parallels of this task to the similarity and metaphor tasks . Yet when 
one is done finding the analon, one possesses the same three maps; an abstrac­
tion from AI, an abstraction from ex where x is the chosen answer, and the 
plll1iaJ match (or mapping) between the two resulting abstract descriptions. 

In short, if one ignores Ihe strategic differences between solving an analogy 
and evaluating a similarity, and if one puts relationships on an equal footing with 
lellers and geometric figures, lhen there is very lillie difference ·between the 
analogy task and the similarity task . After either task is completed. the cognitive 
structures can be modeled by Ihree components: the two abstract descriptions and 
the mapping (in the form of a match) between them . 

Basic Definitions 

In this sub~l·tiun . several basic concepts are discus~d. They all follow rather 
immediately from the three-ta~k view of analugy already described . As earlier. 
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they Ire motivated and illustrated with eumples from Tversky's theory of simi­
larity . 

Inlt'ru('tion and DijJt'rt'n('t' St'ts . A good way to summarize the outcome of 
the mltching map is in terms of one inlerst'oion St't and two dijJert'na St'fs. As 
In example. take the similarity task mentioned earlier to evaluate the similarity of 
o Ind (' . Their descriptions. let's say. are the feature sets {round. curved. closed} 
Ind {round. curved. open} respectively . Call these sets A and B, tlie abstract 
descriptions of 0 and (' . Then. the intersection and difference sets are: 

A n B = {round. curved} 

A - B = {closedl 

B - A = {open} 

This is nol particularly startling. 10 be sure. Indeed. there are stereotypical ways 
of referring to these sets in English similes: "A is like B in that A n B." or "A 
is like B except that A - B instead of B - A." 

Maximal Partial Graph MorphismJ Gl'tIt'ralil.(' the Notio" of 
"Marl·h ." With more complex languages than feature spaces for expressing 
abstract descriptions. one must of course give a new definition of "malch. " For 
example. consider Ihe analogy (from Sternberg, 1977): "Washington is to I as 
Lincoln is to 5. " Suppose semantic nets are the representalion language. The 
abstract description of the relationship Washington: I is a certain chain of seman­
tic links from the node "Washington" to the node "I." The description of 
Lindoln:5 is a different chain . However. when one finally finds the ~orrect way 
to view the two relationships (which is rather nontrivial fm this example). then 
the two chains end up bearing the same sequence of link namcs-namely: Lasl­
name. image-of. portrait-on. dollar-amount. That is. " Washington" is the last 
name of the man NO()F. : .. : lhe if/laKf' of NODE : .. appears in the picture NOllf7: 

NOD£ 1 is the portrait 0" the kind of dollar bill NOIlI"I": and the d"l/ar (/II/IIU'" of 
NOOEq is "I . .. The chain for the Lincoln:5 relationship is a completely distinct 
chain. bUI it has exactly the same sequence of link labels . In this sense. the 
analogy is perfeci. 

To make these two chains match. the definition would have to be sensitive 10: 

(I) the order of the links: and (2) the labels on the links . A definition in terms of 
intersection of sets of links would be inappropriate because none of the links arc 
identical and because such a definition would ignore the topulogy of the descrip­
tions . A definition or . 'match" that is appropriate for semantil: nets (or any other 
representation with the topology of a labeled directed graph. including planning 
nels) can be defined in terms of a graph isomorphism: 

Adlll' "lin Two hnh "r a graph arc adjacent it' they arc incidcn't with a ClIIlImnn 
node 
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l .wJnwrphisnr : An i5(.morp/lism or labeled directed graphs is a OM-tu-one COrTe­

spondence on the links that preserves the adjacency. direction, and libel or the 

links. 

The "match" of the two semantic-net chains X and Y can now be defined to be 
the mtuimal graph isomorphism from a suhgraph (subsequence' of X to the 
subgraph of Y. By "maximal," we mean the isomorphism that pain the largest 
number of links correctly . Unfortunately. use of maximality precludes any 
mathematical guarantee of the uniqueness of the resulting isomorphism. How­
ever, in practice. we have yet to be plagued by a nonunique mallimll isomorph­

ism . 
Note that we have defined "match" as a map that is an isomorphism between 

.~ubgraphs of the two deep structures . The map between deep structures .is not 
necessarily total (i.e .• onlo) in either direction (we are in thc proces~ of tnV~S­
tigating a revision of this aspect of the definition as well as the tnt~resung 
situation where it is many-to-one and hence would have the properties of a 
homomorphism). In other words. the analogy is a mapping thaI is a maximal 
,wrti/ll Kruph i.wmorl,hi.fIIl . However. we abbreviate our terminolog~ somewhat 
and say that the analogy from A to B is formalized by the mp-morphtsm from A 
IU B (i .e . • we speak of the analogy as being this structure-preserving map) . 

To replace the ternls i/l/f'r.tt'('tion Jf't and tli/ff'rt'na Jt't, we simply u.se inter­

.ff'diml .whKmph and ,/iJJin·"ce suhKrtll,h. There are, of course. two dtfference 
subgraphs for an mp-morphism-namely the residue ptlrtiuns of ~ach of the deep 
structures being compared . Throughout this chapter. we conltnue to use the 
symbology of sets for these concepts. even though the designated entities are not 

sets. but subgraphs . 

Clost'm'ss Metrif-.f . Both the similarity task and Ihe analogy task involve Ihe 
ranking of the match between two things or. rather, bet~e.en their abstract de­
scriptions. The subject is asked to rank the degree of sllllllanlY or choose the 
closest analogy . We assert that both kinds of judgments can be RJodeled by a 
function uver the intersection set (or subgraph) and two difference sets (or sub­
graphs). In similarity research. this three-argument function is ()f~en ~alled a 
"similarity metric." even though there are cases ~hen the functIOn. tS nol a 
proper mathematical metric (see Tversky. 1977). ~lIh the same sloppl~ess. we 
call the function that ranks the closeness of analogIes a c/(lSC'lIC'Sl ml'lr/e. 

These metrics can be rather complex, Certain features mighl ~ more salient 
than olhers. and one might model this difference hy giving the former more 
weight in a summation over the various sets . These melrics might even be 
asymmetric,! which means they are nol proper "metrics" in the slrict mathernat-

;T~-k' -' I t'~17) w~,.hlc<l lhe IUlure§ in lhe ..,1 A ·8 mnre hc~v ity Ih~n III< fcalurc:s in lhe sel 
ers Y .. R II" . . ' 1 n.,. In n"le, tn al'nount tn, <,en~in cx~'inlrnl~1 <10110- Inr rU"'l'le. Ihal .·· e. l ma IS s~ml ar.~u 

Nnrth Kn'c~ " h.,. h,we, .kj:rcc nt mlUltlv~ "",il,only Ihan "Nnrth Kn,u ","1111., In ked (hma. 



102 VANLEHN AND BROWN 

ieal sense. In short, detemlining the intersection set and the tWII difrerc;m:e sets is 
not the end of the story for predicting similarity judgments; the metrk can playa 
decisive role. 

MonOionil"iI.\'. ('IC" . We take the poSICIon that a precise statement of the 
closeness metric tor procedural analogies can only be determined from detailed 
empirical studies . However, Tversky has shown that if certain formal conditions 
on the metric can be guaranteed. such as its monotonicity over subsum'ption of 
the intersection and difference sets. then the metric can have a simple. linear 
form (Tversky. 1977). (One of us-VanLehn-has investigated some of the 
conditions for procedural analogies and will discuss them in a later repurt.) 

Inc/h';dU(11 Diffi"t'II( 'c'~ ut,,1 L,·url/jll(( . We have been speaking of Ih,' abstract 
description (or deep structure) of a thing as if this object were the same for all 
people. In some tasks. such as assessing Ihe similarity of lellers. it seems reason­
able for literate individuals to have roughly the same representation language and 
the same abstraction functions for extracting descriptions from the lellers . But 
this assumption is rather implausible in many other cases. In these cases, indi­
vidual differences in concept inns of the things being compared is likely to influ­
ence judgments of the closeness of analugy. This would make verification of a 
theory significantly more difficult. 

Individual differences affect analogy. but analngy alsn aflects the individual 
differences. That is, une can learn frum analogies. More specifically, when an 
individual understands an analogy, he ur she may become aware of descriptive 
features that were previously overlooked . So a complete theury uf analugy must 
allow for an evolution Ill' an individual's l"Unceptilln of the things being compared 
over the course of testing. 

In this research, we ignllrc these dilfil."ult lIIc1hlldulugi~'al pmhkllls by assulII­
ing that the subjel."lS whll arc Judging the dllSeness uf Ihe analugies arc ,·.'p,·rh. 
That is. they all haY\! a l"Ulllplcte represenlaliun IIf the things being I."umpared 
and. hence, can be assumed lu have roughly the sallle represcntalillns . Secllndly. 
they already know all there is til know abllut the things being cIIlIlpared and 
therefore learn very lillie liver lhe l."Uursc of Ihe lesling. 

FINDING THE RIGHT REPRESENTATION 
FOR PROCEDURAL ANALOGIES 

In this section, several candidale representations fur procedures arc examined as 
a basis fur a theury thai predicts the doseness uf pruecdural analogies.) Possible 

\ 
'I tk,. 11h.1t!"'C.·"h HI d'.''''Ul"\!'a ah' Ihu!\c 01 L·.,pt.·n, un ilruhllh:lh: oanJ ", ,: an hI.' la~\.· n h' rdl,-,,:I I~ 

" ', 11' •. ,.,,.. ,, 'H 111.11111.' ,.1 .lIlItlllll.:lh 
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representations range from a very superficial one-namely, a simple chronologi­
cal list of actions-on up to a very abstract representation that involves goals. 
constraints, and other planning knowledge-namely. planning nets. Our research 
has shown that planning nets are the only serious contender. so the discussion of 
the uthers is quite brief. However, the more superficial represent.ions are men­
tioned ;n this section for a reason-namely. to show how a human (or machine) 
can construct a very abstract representation of a procedure by lKendin, through 
several levels of representation . We do not claim that the structure of this section 
models the abstraction process that a person executes when assimilatin, a peo­
cedural analugy, but it dues provide an indicalion of the complellity that such .a 
process would have to have. 

Traces 

The I'tII·,· of a procedure is simply a chronological list of the actions it performed 
during one particular execution. This representation of a procedure can be con­
structed directly from observation of the execution of the procedure (although 
there arc the usual problems in choosing the "grain size" of primitives),· How­
ever. traces are a highly inappropriate representation for procedures, as lhe 
following example indicates. 

Consider an analogy between Dienes Block addition and wrillen addition . 
These tWII traces would probably have few. if a·ny. action labels that match. The 
al."tilln "write '4'" would have to be matl'hed against a group of four actions 
labeled . 'place one block in the pile, " whereas the action . 'write '8'" would 
have to be matched against a group of eight block-placing actions. Such sophisti­
cated matching could not he represented by an mp-morphism. Indeed. the malch 
seems 10 require the ("11//("('1" of "write n" and the ("(m""I" of "repeat single 
block pllll'elncnt n times . " Tbese are abstractions nver action sequences and so 
should be part Ilf the representation rather than the matching mechanism. Incor­
IXlraling such cuncepts into the representalion lifts us to the next level of abstrac­
tion. 

Flowcharts 

By generalizing over a large collection of traces. line could derive a notion of 
the observed procedure that could be represented with a programming language. 

4The folklore lboul prllCocoll .... inl. suppotted by I few uperimcnl~ (Card. 197111, is: When in 
dou"'. use, finer grain siLeo If lhe ,rim ~ize is 100 large, une mi,hl mib di!ilIJK:llonS If one em lhe 
olll.:r way and m .... e~ lhe Bram sile 100 finc . lhen one crc:iIICS morc work fur oneself; YCI if one is 
Jcna:iuus, III.: rdevanl dl.IIJK:llons Will ulllnillely Ippear. prubably as rc:lllluns helwccn g, .... ps of 
acliun. in.lellll uf "nl!l~. tndividual a.:lion~ . So illppcar~ lhallhe grain · sIZe i .. ..., 'Ind I very similar 
;"""-Ihc ~h"iL'e "I pnnllllve .... lIun.' I' more uf a pr .... liullra.Jc ·.,U Ihan an m.unnuunlable sou«:c 

.. I Un.:Cn~lRl) In the ,henr) 
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RETURN (TOP) 

FLOW CHART FOR A BASE,' BLOCK SUBTRACTtON 
PROCEDURE USING TWO HANDS 

>-.:.=..:"--.. RETURN (TOP) 

FLOW CHART FOR A BASE·' BLOCK SUBTRACTION 
PROCEDURE USING ONE'S LEFT HAND 
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sut:h as nowt:harts. Granted. this generalization would be nonlrivial: Repetitious 
sequences of at:tions would become loops; objeds that are manipulated similarly 
become the contents of variables. and so on. Nonctheless. wnstructing a pro­
gram from examples is well within human ability . 

However. nowcharts would also be a poor representation for analogy. Con­
sider a simple subtraction procedure for numbers rcpresented as base-I blocks as 
illustrated by the lower flowchart on pg. 104. Thc primitive terms used in this 
flowchart are as follows: I .. stands for someone 's Iet't hand . wP and BOT stand for 
place mats on the TABU' . The BOT set of base-I blllCks is subtracted from the TOP 

set of blocks by pairing off a bllll.'k from each, using the primitive actions 
PICK/fROM and "tn/oNTo and tossing thcm onto the tahle . When the bottom 
"number" is "zero" (i.e., empty). whatever is left in the top "number" is the 
answer. However, notil'e that hy mcrdy shunling the order of the steps some­
what and using two hands instead of one. a new pnll'edure t:an be wnstructed 
that is intuitively very similar to the old prlll'cdure; yet its nowt:hart (see pg. 104) 
shares virtually no isnmorphil' suhgraph with the old pnll.'cdure's flowchart. 
Because the intersection graph is so small rdative to the difference subgraphs. a 
reasonable closeness metric would have to report that the two procedures are not 
vcry close-a false predil'tion. So fur this and other reasons, Ilowcharts also 
secm tn be a poor representation or level of abstrat:tion for prot:edural analogies. 

Procedural Nets 

On the basis of the foregoing example. it might appear that l10wcharts are too 
committed to a set order of perfomling steps. sint:e the two base-I flowcharts 
have the same steps but order them slightly differently. Also, these charts lack 
the typical hierarchy of subpnll.'edures that is used in wlllputer programs to 
modularize and organize the pnll.'edure . This suggests using a structure that 
emphasizes the subpnll.'edurc hierarchy and deemphasizcs the temporal sequence 
of subprocedures. 

Just such a structure has been developed for modding l'hildren's bugs in 
arithmetic procedures-namely. BUGGY's "",I·(·e/llm/-tll" representation (Brown 
& Burton. 197R). Although we do not pause here to explain this representation. a 
pnll.'edural net for a very familiar procedure-namely, standard subtraction-is 
included as Fig . IR . I . Uowever. procedural nets also fail as a basis for a theory 
of analogy, as illustrated in the following eumple. 

Consider two Dienes BIIlI.'k subtraction pmcedures: (I) in "big-pile" Dienes 
BIIlI.'k subtraction, a number is represented by one big pile of Diencs Blocks; (2) 
in "sorted" Dienes Bhll.'k subtraction. all the bllll.'ks are kcpt sorted into little 
piles al'cording to their shape. Intuitively. these two procedurcs arc quite closely 
analogous . But when the pflll.'edural nets are fomled and the matching is done . 
we find the (ollowing statistics: 
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A n B contains 6 nodes. 

A - B contains JO nodes. 

B - A contains 16 nodes . 

FIG. 18.1. 

The intersection subgraph is far 100 small compared lu Ihe difference subgraph 
for Ihis analogy to be rated "close" by any reasonable metric. So again. we must 
abandon a representation and look for a higher level of abstraction . 
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Planning Knowledge Seems Necessary 

Both f10wchans and procedural nets are atlhe "program" level of abstraclion. 
That is. Ihey bolh are close 10 the sorts of languages one sees for compuler 
programs. The problem with Ihis level of abslraclion seems 10 be thai some 
design decisions that do not seem so consequential to the intuition have an 
enormously large effect on the "program." The framework that anaI0IY seems 
10 require is something that extracts these sorts of choices oul of lheir final 
manifestation. makes them ellplicit. and relates them in a reasonable way to 
other, more important elements or the design. In short. what seems necessary is a 
representation of the design process behind a procedure-this allows one to say 
which choices are important and which are relatively minor. The process of 
crealing a procedure from a set of constrainls is traditionally called "planning" 
by the artificial intelligence communily. So the abstract representation that anal­
ogy seems 10 require appears to involve planning knowledge and planning in­
ferencing. 

Planning knowledge includes not only the functional decomposition of the 
surface structure of the procedure but also the reasoning that was used 10 trans­
form Ihe goals and constrainls that define the ;nlt!nI of the procedure into its 
actual surface structure. The formalism we use to represent this knowledge. we 
callp/ulIl/;lI/: tII'lS. These planning nets are an extension of Sacerdoli's pioneer­
ing work on representing procedural knowledge for robotics (Sacerdoti. 1977). 
Before presenting Ihe formalism (which lies at the hean of the remaining parts of 
the chapter), it is bcstto get some idea of what this "planning knowledge" is thai 
is going to be incorporated into the representation. To this end, we plan out a 
very simple 5ublraclion procedure. called "base-I blocks subtraclion ••• thai rep­
resenls a number as a pile of unil blocks . Laler. we show how planning nets 
capture this knowledge in a summary form. 

Constraints and Planning Heuristics 

The basic idea of formal planning is to take a declarative. rulclike presentation of 
the goals of the procedure and the world in which it is 10 be implemented. and 
transform them into a surface slructure that achieves the goals while remaining 
inside the constrainls imposed by the world. There is always an element of 
common sense in planning. and as Ihis is formal planning. use of common sense 
must also be recorded . 

These two knowledge sources are called wnstru;nts and ht'ur;sl;cs . Both can 
be represenled as pallem-attion rules in some suilable formal language. but for 
our purposes. English will suffice. 

The constraint5 that characterize base-I blocks subtraction are listed next: 
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I . Goal : If ""11'1 Y (BOT) lhen return lOP as the answer (i.e . , " - 0 = n). 

2. The decrease in lOP must 1:.Ql!AI. the decrease in BOI (i .e., a recursive 
definilion of sublraction) . 

J. a is EQUAL to b (i .e . , all blocks are equal). 
4. Over the action (y .- p1('k/FROM(X», the decrease in x is EQUAL to the 

increase in y (i.e., blocks are conserved over the picking-up action). 
S. Over the action (pu r Y ONTO X), the increase in X is EQUAl. to the decrease 

.in Y (i .e . , blocks are conserved over the pulling-down action). 
6 . The action (y .- PI("K/FROM(X)) requires EMPTY (y) beforehand (Le .. the 

hand must be empty before picking up a block) . 
7. The action (PUT Y ON10 X) entails EMPTY (y) afterwards (i .e . , the pUlling­

down action always empties the hand completely). 
8. - EMPTY (X) before the action (y .- pln/FRoM(X)) entails that after­

ward, there ellists u such that u is the contents of y (i .e . , the hand picks up 
ell8ctly one block) . 

The meaning of the primitives is as follows. lOP and BOI arc place mats on the 
TABI.E. The subtraction problem" - ", would begin with" base-I blocks on H)P 
and ", on BOT (N .B. , this is not the way base-I block subtraction is ordinarily 
posed in the classroom) . ~ There arc two hands, 1.11 and RII, which can perform 
two kinds of actions-namely , picking up one block (PIn/FRoM) Of pUlling 
down a block being held (pur/ONTO). The primitive predicate EQUAl . takes two 
piles of blocks and says whether they designate the same number . EQUAl. is not 
executable and cannot appear in the final plan. . 

The foregoing constraints descrihe the mathematical goals of the procedure, 
the objects it works with, and the physical manifold within which it operates . The 
mathematical content of subtraction is ellpressed in constraints I and 2: lOP 
minus BOT is TOP whenever Bor is empty of blocks, but any changes in the num­
ber of blocks on BOT must be echoed by an equal change in the ctll!tents of TOP. 
TIv! objects the procedure manipulates are bao;e-I blocks. Because these are very 
simple. constraint 3 suffices III describe them. (By conventiun, a lowercase letter 
stands for an arbitrary bluck, whereas an uppercase leiter stands for an arbitrary 
place mat or hand . ) The remaining constraints define the physical manifold 
within which the procedure will operate . Cunstraints 4 and 5 ensure that blocks 
are ('ons('rv('d by the actions PKK/FROM and plIT/ON'lO. Constraints 6, 7, and 
8 describe how the hands that manipulate the blocks work . A complete descrip-

'Dienes Block sublraclion .ncl.""'"'r btock subtrlK:lion pro.:edures arc usually laulhl using orat or 
wrillen prelCntMions of lhe problems. Thus , 10 s"lve " - III. lbe firsl slCP is In Iranslale " inln btn,ks, 
u5iniIOme "b.nk" as. source or hlelCks . Ne ... Ofle ":lnstalcs III intu hl.lCks, hUI ' .... · l ,,,~ .lirJl pi/,' 
,u ,ltr .'" .. ,.-r. When nne is rinis",",d lran,laling. lbe firsl pile cnnlain,,, - '" hl.lCks . 'fhis procedure 
r .. r doing block suhlra.:linn is SCI di~si",il~r In wril1en ,uhlrlK:linn Ihal we have avnidcd using il in Ihis 

paper 
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tion of the workspace would require several more constraints, but these will do 
for purposes of illustration.6 

The constraints describe dOlnain-dt'pendt'nt knowledge . If the procedure's 
goals or implementation environment change, then the constraints must be 
changed to renectthis. For ell3mple, if one used Dienes Blocks instead of base-I 
blocks, then constraint 3 would be replaced by a new constraint, namely: 

3'. II is EQUAl. to b if and only if sIIAPE(a) = 'IIIAPE(b) . 

If one wished to plan an addition procedure instead of a subtraction procedure, 
then constraint 2 would become: 

2'. The increase in lOP must I:\.,IUAI. the decrease in ROT . 

Heuristics are presupposed to be t/"muill-i/U/t'p(·IIt/(·", knowledge . They rep­
resent commonsense planning knowledge, such as: "When you need to accom­
plish two things, and it dllesn 't mailer which comes first, then pick one arbitrar­
ily, do it first, then the other . .. We include this distinction between constraints 
and heuristics only because it is traditional; nothing in our theory turns on this 
distinction . 

Planning a Base-l Subtraction Procedure 

The planning of the base-I subtraction procedure involved 12 steps . Each step is 
an applicatiun of a constraint or a planning heuristic . The planning begins with a 
nuwchart initialized to the constraint that is marked as the' 'goal " of subtraction. 

0---1 Gool: If EMPTY (BOT) Ihen RETURN (TOP) J--.o 
Planning proceeds by progressive refinement of goals tu suhgoals, or by check­
ing the current plan against the conslrainls . (N.B .• Because we are only interested 
in having a correct planning net for a procedure, nol injilU/ing one, we are going 
to ignore a few of the sublle issues ." 

'In f".mulalin(! conslrainls . il i~ V~'Y importlnllO pulIS lil1l~ into ~aL'h (onSllainl a~ ~5ibte . Fur 
eumple, we (Ould have reptllCed wns"lint 2 by "decremenlinl 110' hy I musl be echoed by 
decremenli,,!! TOP hy I." Allhoulh adeqUale for blse-I sublraclion. Ihis is nOI lhe m051 lener,1 
slalemenl nf lhe cons"ain" and. indeed, Ihis cons"ainl would have 10 he replaced ·10 handte Dienes 
Block suhlraelion. The hasic ide. is 10 splil lhe declaralive <leseripli"n of lhe world ami lhe loal .s 
findy as pm!>ihl.:, su Ihal small vlrilllinns on lhe procedure (In he modtted hy reptae~menl of one 
",",uainl .. mung many !>mall ones , ralher Ih.n modifkalion of nne clause elf a t.rle . speciat-purpose 
l,.,n~'rain' . 

'We will ~Io" Clvcr a number of v~'Y dirricUI1 i"1Jes in lhe presenlali .. n ul' ,he planning 5leps. 
I'"r inSla""c. wh)' wa' Ihe ,,,It'l chu...,n ill Slcp 5 .. ,"'"' In .... I'un fnr cmJllyintt,he lIt" HClw did we 
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Step I: AI the oulsel, Ihe "implicalion-reduclilln" planning heurislk Ihal 
reduces an implicalion (..4 :::> B) 10 a sequence of subgoab (A , B) can be applied . 
The second subgoal in Ihis case is a primilive of Ihe workspal·e . Su Ihe OUlpUI of 
Slep I is a plan wilh jusl one subgolll: 

~GOOI: E".PTY (80T)1t--.. ~ RETURN (TOP) ~ 

Step 2: A venerable planning heurislic, Iraditionally l'allcd "hill climbing " 
(Newell & Simon, 1972), reduces the goal 10 a loop. The IUllp leslloees iflhe glial 
has been achieved, and if nol, il lakes II step' 'up the hill, " SII III speak . 

YES 
RETURN (TOP)~--~J 

Step 3: The goal malches pari of conslrainl 4-lhe definililln of PI('K/~M()M . 

SO Ihe conslrainl is applied, and Ihe plan is now fully reduced h, prilllilive 
actions: 

1-..----'< EMPTY IBOTI >-_Y_E_S...-tRETURN lTOPI 

Step 4: Execulion of Ihis plan reveals a viulalilln III' cunslrainl 6: The left 
hand muse be emply before one can pkk slIlllclhing up. SII a new gual is crealed: ' 

know noI 10 empty il on roP or BOI '! Only Ihc slk.·lcss"ul rcasllninj! will he presc:ntcd-Ihc 
ahemaliveslhaldilln.lworkaren.lmenliooed . M .... " ... he rcwarlh in pl'lnnin!! "ur mll"til" hOI' 
a"1lC intll improving lhe searlh rur correl'l plan~ by rcn'gniling un,,"n.ahlc ahanallv ... , alKl rc,lIvcr· 
ina rrom them ar...:clully . All the..: dillk:uh 411C"'llIn. invlIlvlng " ' ar,'h ,'an he Iltllllrc,/, """ausc .. c 
arr nol inlCrcsled In ~utlllllatlng lhe ili,nlvery .... l"a"III"~ ",,". \ 
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}-.r------------.tEWPnr""),M' YES [".PlY (BOTI >--='-1 RETURN (TOPI 

seep 5: This goal is quid.l)' dismissed by applying conslraint1-parI of lhe 
definilion of pUT/oNm. The lelt hand is now emptied before use . 

}-r---4I-< EMPTY (BOT) >----tRETURN (TOP) t--o( 

Seep 6: Execulion of Ihis plan uncovers a violalion of conslrainl 2. Because 
Ihe bollom place mal is noR emply when PI('KlfROM is execuled. one knows 
fWIll conslrainl H Ihal Ihe left hand comes 10 hold exaclly one block . Via con­
slrainl 4, one infers Ihal Ihe bollom place mal has ils conlenls decreased by 
PI(,K/noM . BUI lhere is no way 10 show Ihal Ihe TOP place mal undergoes an 
equal change . So conslraint 2 is violaled, and a new goal musl be crealed , The 
goal says Ihal Ihere musl be a change in TOP 10 equal the change in BOT , 

YES 
}--r--------~E".PTY (aOT) >--=~RETURN ITOP)L-_r,. 

NO 

. ; . " ,; . 
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Strp 7: Pan of this goal matches constraint 4. the definition of P!CK/FROM , 

A new picking-up acti(ln is instantiated fur the top place mat . This reduces the 
goal of equal changes to the goal of equal contents of the left and right hands . 

)--r- ---------(!-< EMPTY (BOT) YES 1 RETURN (TOP) J--.o 
'NO AN 0 ____ 

AND 

Step 8: Constraint 8 can apply twice now . once per hand . It says that only 
one block is picked up by PICK/nOM. Thus. the goal of E()UAL contents is 
replaced by equality of two arbitrarily chosen blocks. 

"'-'-=-=--RETURN (TOP) 
"----.....--,/ 

NO 
AND ____ 

AND 
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Step 9: Of course. this new goal is trivially satisfied by constraint 3-all 
blocks count the same in the base- I number system. So the goal is simply 
removed from the plan. 

~~~~~)-..;,Y=E=S-t RETURN !TOP) 

Steps 10 and II: Execution reveals that constraint 6 is violated again. this 
time by the right hand. So it must be emptied before use as we". in the same 
two-step fashion as Steps 4 and 5. 

>-.=-=-...~ RETURN !TOP) r-_,," ~ 

NO 

Step 12: A planning heuristic. call it "conjunctiun reduction ... removes the 
conjunction ANI) . The ANI> node is for conjoining subgoals . It makes no state­
ments abuut whil'h subgoal to achieve first . In this case. it doesn't matter how the 
subgoals are ordered since they tum out to be independent. So the rule arbitrarily 
chuoses the tilllowing urdering: 
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r:':"::~ RETURN (TOP) 

This is the final plan. Every step is a primitive, and all the constraints chl!d. 
oul. The planning for base-I subtraction is complete. The final plan is exactly Ihe 
fiowchan representation of the surface structure of the procedure. 

Planning Nets 

Planning nets arc directed graphs. The nodes of the net repn:sent plans, and the 
links represent planning inICrences. That is, each node of the net stands for a 
l10wchan containing a mixture of primilive actions and subgoals h) be expanded. 
Two nodes are linked only if the applil·atiun of some cunstraintor heuristic to one 
plan results in Ihe III her plan . The link is labeled wilh Ihe planning rule Ihal 
caulles the change. 

Sacerdoti developed a very similar slrUl·lure to aid in aUlumated task planning 
and monitoring in robutics . II is remarkahle thai we haw found it useful fur our 
research on pmccdural semantics, as h:.;s Grl!enu fur his resl!arch on mudeling the 
counting behavior uf children (Greenll, Gelman, & Riley, IlJ7K) . Uowever, we 
are faced with a clash in nllmenclalure. Sacerduti l·alls Ihl!se suns of slructures 
':procedural nels ... We prefer h) call them " planning nelS, .. because their con­
tent has more tll do with the planning uf a pmcedure than with Ihe procedure 
itself. 

PluI/,,;I/g Nt'a An' Purl;,,1 Ord,·r.L In fact, planning ncls arc generally nut 
sequences as the chronologkal presentalion oflhe pn:vious subsection might lead 

• one to believe. Often, two planning inferenn:s can be applied in either order. For 
example. step 6 could have preceded steps 4 and 5. To represent this indepen­
dence, we allow the net to be a purl;(/I tlr,!.·, . 

Figure 13.2 shows Ihe planning /lei for base- I suhtral·lioll . In addition 10 the 
names of the planning rules, the steps have been labeled wilh the step numbers 
used in the previous subsection. The splil at sleps 4 and,6 occurs because 

Definition 
of PUT/ONTO 

Implication Reduction 

Hill Climbine 

Definition of PICK/FRON 

2 

FIG. 18.2. 

llb 
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constraints 2 and 6 can be filled independently. The other split shows that 
constraint 6. applied this time to the right hand. can be filled independently of the 
5ubgoal reduction due to constraint 8. 

Planni"g Nt'u Art' u Compl",,, Rt'pr"st'n"";lIn. The previous section may 
have left the impression that planning knowledge must be represente~ in three 
parts: the constraints. the planning steps. and the ultimate surface structure; and 
that planning serves as a transformation of the constraints int~ the surface struc­
ture . Although this is nut a bad way to think of planning. it is unnecessarily 
redundant. The planning nets alone capture all three kinds of information. The 
constraints that are relevant to the procedure are ellactly those constraints that 
appear as edge labcls. Similarly for the heuristics. Tbc surface structure is the 
cuntents of the bullllln node. the final plan . Su. planning nets are a cumplete 
represenlalion uf the design of a procedure. 

Planning Net mp-Morphisms Formalize Procedural 
Analogies 

To formalize procedural analogies. une merely applies Ihe definitiun of "match" 
for directed graphs that was given in a previous sectinn . That is. a procedural 
analogy is fonnalized as a graph-theorelic mp-morphism between the planning 
nets of the two procedures. We illustrate this definitiun with an eumple . 

Figure 18.3 shows the planning net for a " big-pile" Dienes Block subtraction 
procedure . This procedure has the same surt of pairing-off action as the base-I 
procedure discussed earlier. but it represents a number as a big pile of Dienes 
Blocks. Although space docs not pcmlil labeling the links in the ph,mning net 
with their planning inferences. the slep numbers should be suftil' ientto describe 
the match with the planning net of base-I subtractiun, whil'h appears in Fig. 
18 .2 . Step 9 of Fig. 18.2 is replaced in Fig. 18.3 by a subgraph consisling of 
steps 9.0 through 9.7. Sn all the links nf Fig. 111.2 match the currespondingly 
numbered links in Fig. 111 .3 ellcepc for link 9. The reason why link lJ can't be 
matched is simple: It is the applicatinn of the cunstraint that makes base-I bInds 
all count the same-namely, cunstraint 3. In Dienes Blucks, all blocks do not 
count the same . Only if they arc the same size dn they designate the same 
number. What the subgraph uf sleps 9.0 thruugh lJ.7 is doing is planning oul a 
way to get blocks that aren'l the same size to be the same size by doing the 
appropriate trading . In fact, the planning leads off in step 'l .0 by noticing a 
violation of the constraint 3', which says: "Only blocks that arc the same size 
count the same ... 

The mp-morphism of the two planning nets results in Ihe following intersec­
tion and difference subgraphs (calling the Dienes Blod procedure A, and the 
base-I procedure 8,: 

L 
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FIG. 18.3. 

A n 8 is almosl Ihe whole planning net for base-I subtraction ellcept the 

link for step 9. 

A - 8 is the subgraph Ihat replaces step 9. whose steps are labeled 9.0. 
9 . 1. and so on . 

8 - A is just step I) of the base-I planning net. 

The A - 8 subgraph is almost the same size as the intersection subgraph. 
indicating Ihat the closeness metric would probably give lhe analogy a rating of 
"moderate, .. which corresponds with the intuition nicely . 

Difference Generators Are Used To Predict Closeness 

As we hinted earlier. it is nol always the case that the predictions based on the 
relative sizes of the intersection and difference subgraphs correspond so nicely 
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with the intuitiun . Huwever, in those cases, the problem has been immedialdy 
apparent and was fixed, utilizing the fact that planning nets arc purl;u/orela.f . 

Tu illustrate the problem, a new analogy is introduced and compared tu the 
one described in the previous subsection. Whereas the earlier eltample was, 
intuitively, i moderately cluse analogy, this new analugy is quite a bit closer 
still . Huwever, the simple view of the closeness metric as correspunding to the 
relative sizes uf the intersection and difference subgraphs leads to the false 
prediction that the old analogy is actually closer than the new one. 

Suppose we cumpare big-pile Dienes Block subtractiun to sonei,l Dienes 
Block subtraction, an analogy that earlier provided a cuunterexample. For cun­
venience, let us attach some letters to these procedures and the ones used in the 
earlier analogy: 

A: base-I subtraction 

B: big-pile Dienes Blllck subtral·tilln 

c : suned Dienes Block subtraction 

The BC analogy is intuitively rather dose. Hllwever. when the planning nets are 
compared, we lind a huge subgraph of C that isn't matched-namely, all the 
design that has to do with maintaining the son . Indeed, this difference subgraph. 
C - B. is mu!:h larger than 8 - A and A - B together . Subgraph B - C is alsu 
quite large . Hen!:e, even thuugh B n A is somewhat smaller than B n C, any 
reasonable metric would predict that analogy AB shuuld be c1user than analogy 
Be, contrary tu the intuitiun that big-pile Dienes Bluck subtractiun is lI1ute 
similar to suned Dienes BlllCk subtra!:tiun than tu base- I bluck subtraction. 
There is a mismatch between predidions uf the theury and judgments of c1use­
ness . 

But closer examination uf subgraph C - B reveals it has only one entering 
link, just like link lJ.O uf Fig . 111.2. This link is labeled' 'Viulates Constraint II: 
keep blocks suned by sile. ,. In other words. it appears that one plati infercn!:e is 
("Uusing all the others. We can capture this nutiun ut" l'ausation by utililing the 
lop%KY of planning nets . 

As already discussed, planning nets arc panial orders . Any subgraph of a 
panial order is also a panial order. In pani!:ular, the difference subgraphs are 
always panial orders. Any panial urder has a unique sci uf /11;/1;/1111/ t'/('/IIt' /lIl" . 

This set is the smallest set of links that duminate all the other links in the 
subgraph. These mathematical facts ensure that the fullowing terms are well 
defined: 

Where X and Y are any two planning nels, kt .!tX - t'I he Ihe liuh Ihal arc lhe 
minimal clements of Ihe dil"feren~'e suhgraph X - Y. antllct citY - X) he the links 
that arc the minimal clemenls til" Y - X. Call these IWII sds the ,lilli""'''''' 
11"11""11,,,., III IIlp·nwrphlslll .t( Y. 
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Difference generators are a furmal representation of what is causing the dif­
ference between two procedures. Intuitively, what the difference generators of 
mp-morphism represent are the t"ruciIJ/ idf'IJ.f that separate the two procedures. 
All the other differences between the two procedures stem from these few crucial 
ones. 

To illustrate this notion of "crucial ideas," take the analugy between base-I 
and big-pile Dienes Blocks, which we were calling analogy AB in lhe previous 
section . d(B - AJ is a graph with just one link, labeled "Step 9: Constraint 
3-all blocks are EQUAL." tI(A - BJ is a link labeled "Step 9.0: Constraint 
3' -two blocks arc EQUAl if and only if they have the same SHAPE ... Replacing 
constrainl 3 by constr.Aint 3' is about as clear a statement of the difference 
between base-I blocks and Dienes Blocks as one can hope to make. 

Because difference generators capture the distinctions between procedures so 
succinctly, they seem highly appropriate as the inputs (IIr arguments) to the 
closeness metric. They are decoupled from the unimJX,nant details that fill flow­
chans, procedural nets, and planning nets-details that obscure the essence of 
analogy by intlating difference subgraphs with derived, less meaningfulstruc­
ture . Indeed, the comparison ofanalogy AB to analugy B(, (i .e ., the big-pile vs. 
soned analogy) now agrees with intuitiun: All four difference generators­
namely. eI(A - BJ. eI(B - AI. d(B - 0. and d(C - B)-are about one link big. 
On the other hand, the intersection subgraphs are as before, with A n B being 
smaller than B n c. Because the difference generators are about the same size, 
the intersection sets are mure imponant in the closeness metric . Hence, a reason­
able metric would reJXm that BC is closer than AB. which corresponds with the 
intuition that big-pile Dienes Blocks subtraction is closer to soned Dienes Block 
subtraction than to base- I blocks subtraction. At last, we seem to have found a 
level of abstraction for procedures where intuitions of closeness correspond to the 
relative sizes of the inputs to the closeness metric. 

Discussion 

The main point of this section has been that planning nets pmvide a basis for a 
theory of analogy that can predict the judgments of cxpens un the closeness of 
analogies between procedures . Moreover. all the aspects of the theory have very 
natural, almost elegant sources. The deep structure used came naturally from 
Sacerdoti's work in robotics; mp-morphisms are a general-purpose concept; and 
the notion of difference generators came naturally from the tOJXllogy uf planning 
nets . 

We have always been struck by how much 01' the tlesign uf a procedure like 
subtraction is governed by the design uf the representatiun of the ubje!:ts manipu­
lated by the procedure (e.g . , the place-value number systeml. In fact, many of 
the actions in any "f the elementary arithlllctil: pnll:edurcs ~·t1ncem not the 
mathematical uperatiun per se but rather hOIl' lilt, .. blnl 'c·!"t'!ic''''lllions urC' 
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mllnipulal,'J. This impression is reinforced by eKperience in computer pro­
gramming. which is often a constant interplay between the design of the object 
(i.e .• data) representation and the code, even at the highest levels . Anyone who 
has tried to understand a program that he or she did nol write can vouch for the 
importance of understanding the data representation . In the process of judging 
the closeness of an analogy, a popular strategy is firslto look at each Procedure's 
object representation. and then to build the understanding of the overall analogy 
on the basis of the analogy between object representations. In short. il appears to 
us thai a large portion of the "understanding" of a procedure consists of an 
understanding of the implications of the procedure's object representation. 

This view of procedural understanding is entirely consistent with the 
planning-net fonnalism . The constraints and heuristics that appear in the net 
represent. in some sense. the ~s.",,("~ of the proce~ure. If object representations 
were unimportant. then none of the planning inferences would be "about" the 
object representation . But. in fact. many planning inferences do deal with the 
object representation. Even in the foregoing base-I blocks procedure. with its 
extremely simple object representation. we find constraint 3 addressed solely to 
the object representation. In more complex procedures. using Dienes Blocks or 
wrillen numerals. an even larger portion of the constraints concern the object 
representation. In short. although planning nets abstract out the less important 
aspects of a procedure. they leave behind the design of the object representation, 
which is quite compatible with the view that as a representation of "understand­
ing" of procedures, a fair portion of the design should model the "under­
standing" of the object representation. 

We have not discussed the exact , definition of the clllseness m~tric. even 
though some definition would be necessary to verify methodically the correla­
tions we have claimed . There are many difficulties and fine ptlints involved in 
detennining such a definition. In particular. it is plausible that the weight of some 
planning inferences is quite close to zero. We have in mind the commonsense 
heuristics. such as implicatilln reduction. that play an almost invisible role in the 
planning. Also. some planning rules are applied mllre than once in a planning 
net: one may perhaps wish til avoid giving such rules an inapprupriate promi­
nence by only counting their first occurrence in the difference generators or the 
intersection sets. These are just IWo of the many points one would have to 
consider in defining a closeness metric . 

The reader has no doubt noticed the incredible amount of work that goes inlo 
analyzing a procedure in tenns of its planning. First one constructs the nowchart. 
then the constraints and a sequential plan for the nowchart. and last cakulales the 
planning net by noting which planning inferences are nlll ordered with respect to 
each other. This large amount of work leaves much room fur emu on the part of 
the theorists. Howcver. each level of abstraction is well defined and can be 
checked fur consistem:y hy a wmputer , Thus. one n~xl slep is til build a cum-
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P
uter system of utilitics to aid in lhe analysis (If procedures. Howe.ver. th~; i;h: 

. .. h . to some parts of the analysIs. nota Y 
certain amount of IOlulllon t at goes m f 1\ 
fonnulation of a sel of constraints. that we doubt could ever be success u y 

mechanized. 

ANALOGIES AND TELEOLOGIC SEMANTICS 
IN EDUCATIONAL RESEARCH 

In this section we consider some of the issues involved in explaining ~or teach­
. ) the knowledge we discussed in Ihe first previous section-teleologIc sema~-
:~:S, Briefly. teleologil: semanlics is the kind of know~edge tt;:h C(~~~:~tt o~ 

urpose of each part Ilf the procedure. as well as lhe mOll"alll~n m . I 
P .. ' t. that .Iefines Ihe particular rcpresentalion for the ubJects . In partlCU ar. 
constram s u . I' d d how such 
we consider how an individual piece of Ideology can be exp alOe • an . 

b· . 1 ' t n 'nt .orated explanation . 
individual explanalions can be com mcu m II a ,I ceo. .' Id-

The sedilln closes with a discussilln lIf some Issues IOvolved In ~Icrowor . 
based curricula. These issues turn oul to be intimately related to thosc IOvolved JR 

teaching teleolugic semantics. 

Local Explanations: Manifestation and Motivation 

. lrtant rn rt of the planning-net fomlalization is that there is a ~tJ,ur(J1 
An .Imptf h ~o ~p~in a small piece of a procedure's le\Cologic semantiCS. By 
nut IOn 0 ow· . t ) that is used in the 
" iece" we mean a constraint (or a small set of cun~lram S . ' ' 
p. T'" plain" it one useS a mm",wl ('(mtra .~""K f}alr of 

planmng net. 0 ex. . h t the same 
d 

with the constrainl and one without It-t at compu e 
proce ureS--<lne • d allgies to 
"0 ralion" as the given larget procedure. In other wor s, wc usc an ~ '. 
. pe .' 'We believe Ihal using a cnncrete surface struclure Illustra-

::~~l;:~e e:~s~:~;ts~tructure concept is a very imptlrtant exp~~natory ~e~hniqu~ 
that naturally falls out of this development . Fur example. thiS methl ree.s I~s 
fmm having to cxplain tbe planning fonnali~m tll the student-a task potentia y 

more dilTlcult Ihan tcaching the procedure Itself. . '. 
More formally tll iIIuslrale some given conslralOt(S). one uses /1\11 an~/(}K"U.f 

I 
"h ;h II 1/1(' (If thf' Ilifff'''''''''' Rf'tIl'''''(lrs oI thl' III/,·morphum hf'-

pron.'1 urf'.f .\UI I ( . r h' .' of rocedures forms a 
'",eell ,hcm ;.f l'.md"· ,ill' 11;1'1'" ('(lns/raml(." . I t e pair . ~ I' 

. . . ' ' '·r then the mp-morphism conslltulmg the ana ogy IS 
mlntmal contrastmg pal . . 

dl"~:';~:~~e this technique works just as well for explaining heuristics .. How; 
. nse knowledge that an explanatIOn 0 

ever. heuristics arc IIften such commonse. . be I' d "con-
. So we call the plannmg mferences tu exp alOe 

them IS unnec~s~ary . •. be ' me phrase "constrainls ur heuristics," Also. 
strainls." aVllldmg the cum rso 
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our tenninology rel1ects the fact that it is often pussiblc to provide a minimal 
contrasting pair for each constraint individually (lhis observation is discussed 
later). So we use "constraint" in place of "a small set of constraints. " 

An imponant realization is that minimal contrasting pairs can be used in two 
different ways in an explanation. They can be used to show how the constraint is 
manifesled on the surface, and they can also be used to IIwlit'ule the inclusion of 
!he constraint ~n .the ultimate desian of Ihc procedure. Probably the best way to 
Illustrate the differences between these .wo uses is with an example. 

Explaining Ihe Canollicily ClJIlSIrai/ll. The panicular constrllintt'hllt is used 
in this ex~~ple is one .of the most subtle and influential in arithmetic-namely, 
~he ("ant~"~(·,fy (·(lnSlraml. To show how the planning-net representation can aid 
In explaining procedures, the constraint is presented' as the "answer"to a nontri­
vial teleologic question. 

What is the purpose of carrying'! More specitically, if the prublemis 52 + 49, 
why ~ther to carry JO? Why not leave II in the units plal:e'! It is not bel:ause 
there IS no symbol for the "digit" II-we could invent one if we wllnted. In 
Dienes Block addition, the question is eVl!n clearer. Why not leave the answer in 
the fonn of 9 longs and II units" Why bother carrying" 

The answer is that carrying maintains the callollicity of the representation of 
numbers . A I:anoninl representlltion pUis the representational objel:ts in nne-to­
one co~espondence with the real objects they represenl . The Hindu-Arabic rep­
~esentallon uf numbers is canonical because there is a unique, distinl:l numeral 
t~r each number. Dienes Blocks are not nel'l'ssarily a l'anunical representalion, 
since mosl numbers can be represenled several ways . fur instance, II can he 
represent~d as a long and a unil, or as II unils . The purpuse of carrying is to 
canomcahze the sum by making sure Ihat there an: no I1Imc than nine bl'll'ks of 
any giv.en shape. In other words, carrying is the mtll/iji'.HIII;"" ufthe canonicity 
constraint . 

But suppose that the questioner rejoins by as~ing what the porpusc of the 
canonic.ity constraint is . The answer involves another arithmetic subpr~edure­
companson. 

II is much more efficient to find out which numeral represents a given large 
number if the .representatiun is canonical . Let us use a Dienes Blucks comparison 
procedure t.o Illustrate the gain in efficiency. In a noncanonical representation. 
the companson procedurl! muse wlllpare all the piles, because a very large pile of 
s.mall blocks can ~ake up for a deficit o!"larger blocks. In a canonical representa­
tion, the companson procedure nl!edn't check all the piles. If it finds that one 
nume~al has m?re l1ats than the other numeral, then it needn't CIlmpare the longs 
or umts: even If the other numeral has the maximum number 01 longs and units 
allowed-name~y, nine each~.the first numeral will still represent the larger 
nun~her. Impu~.lOg the canmllc~ty constraint makes lhe cOIll~arislln pmcedure 
lIIud. lIIore eillnelll, bel'ause /I allows Ihe pfllcedure III ~IIIP earlier . BUI che 

l 
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canonicity constraint is a constraint on the representation of numbers, and so all 
arithmetic procedures must obey it. Even though the constraint makes pan of !he 
addition procedure somewhal less efficient, it makes comparison so much more 
efficient that it is wonh having. This appellito efficiency is the ultimate end point 
in the explanation of the molivUI;Ofl for carrying and the canonicity conauaint. 

In this miniexplanation of carrying, we have seen two important facets of 
teleologic knowledge. In the addition procedure, the canonicity coaauaint was 
ma"ijrsled as a carry subprocedure. But the morivalilln for adoptina the con­
strllintlay in another procedure, comparison. Each of these two facetl, which we 
now call III('a/ explanations because they explain just one constraint, wu illus­
trated with a minimal contrasting pair of procedures. One member of the pair was 
a fully operational version of the procedure that lacked the constraint being 
discussed , whereas the: other member adopted the constraint. But the manifesta­
tion pan of the explanation involved a minimal contrasting pair that was different 
from the pair used to motivate the constraint (i.e., addition vs. comparison). As 
discussed later, it is preferable to have a pair of analogous procedures .hat 
illustrate both the manifestation and the motivation of teleologic concepts, but 

this is not always possible . 
II is our belief that the concreteness of this minimal contrasting-pair paradigm 

of explanation is of crucial imponance in making teleologic semantics clear. The 
learner can Sf'(' in very concrete tenns how adopting a constraint affects .he 
procedure . Winston shClwed that a similar example-based paradigm was suffi­
cient to teach the abstract concepts necessary to recognize toy block construc­
tions. such as an arch (Winston, 1975. 1978). 

In fact. many minimal contrasting pairs that manifest the given constraint are 
available. depending on which of the remaining constraints arl! adopted. If all the 
constraints of a given target procedure are adopted. then one member of the pair 
is the target procedure itself. Otherwise. the contrast is exhibited across a pair of 
mfldt'l procedures that still satisfy the mathl!malical constraints of the target 
procedure. Using model procedures often highlights the contrast, making it much 
easier to see the constraint under discussion. Such was thl! case with the canonic­
ity constraint, wl,k!re Dil!nes Blocks allowed us to use noncanonical numbers 
without inventing new digit symbols. 

However, model procedures must be used with some care, as IhI! following 

example illustrates. 

Tht' IIIIpa('I tlf Effidt'fI()' Mt"';'-s 1111 "Lollp lummill}:." Considl!r the dif­
ference between the standard carry subpruccdure and the two-pass version de­
scribed in the introduction, whert~ carrying was deferred while all Ihe columns 
were addl!d, then performed on a second pass oVl!r the columns . This difference 
is a constraint that was called loop jt/tlltllill/(, after tbe compiler optimization 
technique of the same name that wc:aVI!S two loops into line (Allen & Cocke, 

1972) . 
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One cannot use Dienes Blocks procedures to motivate loop jamming, because 
ell8c~ly the same number of hand motions, fact-table lookups, and so on are 
reqUIred by each procedure. So, Dienes Blocks are an inappropriate model do­
main for discussing this constraint. 

Howev~r, when. implemented with written numerals, loop jamming does 
cn:ate a dIfference m efficiency.' The two-pass implementation of carrying re­
qUIres more writing than the standard implementation. Thus written arithmetic 
turns ou~ to be an appropriate domain for discussing the loop-jamming constraint. 

The Important point to notice about this example is that the choice of the 
model h~s some impact on the ICICal uplanation . In particular, a model that 
clearly displays the monift'SllIt;on of the constraint in the procedure may not be 
able to demonstrate the moti!'otion for the constraint . For example, because one 
doesn't have to worry about how to write the interm!!diate column sums that may 
be greater than 9 with Dienes Blocks, we can use them to implement both the 
one- and two-pass addition procedures and thus use them to illustrate the man­
ifestation of loop jamming. Unfortunately, however, they cannot be used to 
motivate loop jamming, because the resulting prcICedure is no more· efficient. 

A.not~er po.int ~o notice abClut the prel'eding example is the use of ,1fidf'flI 'Y 
m('frles m m~tlvatmg design chokes. An efficiency metric is some weighted sum 
~f hand mOllons, fact-table lookups. table size, amount of paper used, and the 
like. !he weighting of efficiency metrics is very important. For example, if 
reducl~g memory load is more desirahle than decreasing the number of write 
operau~ns, then the discussion of loop jamming ends with . the opposite 
conclUSIon-that two-pass carrying is beller than the standard subpflICcdure. ~ 
The two-pass version uses less short-term memory but mnrc pencil lead. S" 
exactly what efficiency metric is used greatly anel'ts the hICal explanatinn. We 
do not look upon efficiency metrics as a regrellable new variahle that must be tied 
down and parameterized with careful experimentation. but rather as a source IIf 
flexibility that can be used to tailor the teaching paradigm to the needs of 
particular students. . 

Principles for Sequencing local Explanations 

For moderately complex prcICedures, such as subtraction, the number of con­
straints can be hiSh enough to cause problems of presentation. Our current best 

"in the 1Ianct.rd versi<MI or subtr..,li .. n . where the "arry I'H'p i. jammed I .. gelher wilh lhe adtl­
column loop, ~ must wnle" + ", digils. when' n is Ihe lenglh lIr Ihe Illngesl addenil and m i. Ihe 
number of C:MneI required (il is assumed Ihal OIle wrile. a I .lIlIv,: lhe c .. lumns lIf1e "anies inill' . In 
lhe cwo-pass version, one musl wrile n + 2", digils: One musl remember hnm lhe firsl pass which 
columns are ~verf1owing. and Ihis requires", nOles In oneself -say . In lhe '"nil .. , wrilln~ a I abnvc 
lhe overn .. wtn, "olumn .. The s«und '" oprraliufls ,'ume '·mm reWriting Ilk: answ~r digit IIf lhe 
clllumn. Ih.1 arc earned 101". There may he even more re .. ·nting if Ilk: al"wer carried imll is a 'l . 

-In the "ilIum" carried inr ... Ihe ~Ia"d .. rd .ullprllwdure rClfulre\ add in!! Ihl\'e "I~''' . "n.' """ hk-h 
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estimate of the number of constraints of suhtraction is 17. To explain this many 
constraints, each with its own manifestation and motivalion, may seem a difficult 
task. However. with the planning net formalism, we can investigate how to 
sequence "optimally" a collection of "model" procedures; the first procedure 
(or "model ") of the sequence would be a very. very simple version of the sk i II, 
and the last procedure of the sequence would be Ihe target procedure . For exam­
ple, in subtraction, the first procedure might be base-I blnck subtraclion and the 
last"standard written subtraction. But how should the intennediate models be 
sequenced'! 

Using the formalisms developed earlier, principles fur sequencing local ex­
planalions can be slaled precisely . Several such principles are slated next that we 
bclieve will lead to sequenl'cs that bcller enable assimilation of the overall 
teleology of a procedure from the explanations of its parts. Each one of them falls 
out quite nalurally from the planning net formalism. 

II is convenienl in what follows to say that such scquences run from left to 
right-the target procedure is the prcICcdure on the far right. This allows us to 
tall< of the lefl and righl pflICedures of a mp-morphism. Also. we speak of the left 
and right difference generators of an mp-morphism; if A is left of 8, then J(A 8' is the left dift"erence generator . 

I"',ot/llc/' t't/eI, (''''!JIm;''' . As we saw in the previous subsection. it is best 
to illustrate each constraint wilh a minimal contrasling pair of analogous proce­
dures . This is probably the mllst important sequencing principle, that each con­
straint be illustrated individually . However , it is probahly also true that it is beller 
to introduce the constraint rather than take it away. This gives the sequence an air 
of progression loward the larget procedure. Pulling this principle formally, we 
have: Each constraint is the sole contents of the right difference generatur of 
some mp-morphism in the sequence . That is. 

Prlnclplr I. For uch constraint C in the targel procedure's planning nel. lhere 
exists i such that diP, - P, - ., = {C} . 

where the procedures are numbered from left to right (first to lasl). 
Starting with a very simple procedure would, hopefully, tap a person's intui­

tive understanding. Then, since each of the analogies (mp-morphisms) is very 
close (or at worst. moderate; we are guaranteed only that one of the difference 
generators is a singlelon s~t-namely, the constraint being introduced), it should 
be easy to transfer that understanding along, uugnll'nti"K it only l'lightly as each 
new prcICedure is presented. 

is ..... nturse. Ilk: l'arr;e" I Rut adding Ihree di,il~ rtquirrs rtmemherint: !he SUIO flf !he firsl I",,, 
di~ils while asse"in!! the Ihffd dlilil The Iwo·p.'" suhprllu:durr " ..... 'n ·1 In.d fIICmllr)' Ihis way. 
hecausc Ilk: inlerml'dlalc ,un I' wnllcn dnw" in'lt_I . 
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VII/,I' 111"1111111'(' TaTgc't ProCt.'t/UT(' COII.flTuiIllS. Occasiunally, il is nC:"'essary 
10 "build" a Idl procedure 10 illuslrale some conslrainl . This uccurs whc:n one 
cannol adjusl Ihe sequc:nce so Ihallhe righl prucedure uf sume ulher conslrainl is 
Ihis conslrainl's lefl proc.:edure. In Ihis case, one ends up wilh an adjacenl pair of 
procedures Ihal du nol i/Iuslrale a conslrainl from Ihe largel procedure. Allhough 
lhe perslln (or compUler) duing lhe explaining can menlion thai Ihis analugy isn'l 
so imponant, il would be belief it· lhe sequence didn 'I have such pairs. So another 
oplimization principle to shoot for is: 

Principle 2. Fur each ; in lhe sequence, Ihere ex iSIS a cnnslrainl C in lhe largel 
pnll:edure's planning nel, such Ihal d (Pi - P, _ I) = Ie) . 

Millimize RedulIt/ullc,I'. One shuuld nol remove a cllnslrainl Ihal has been 
inlruduced preYiously or inlroduce a nlOslrainllwi~e. Allhuugh one could argue 
Ihal Ihe rcdundancy of seeing the ~lInslrainl iJluslraled in scycral diffcrent con­
lexls (i.e . , wilh dift'erentmudd proccdurcs) serves 10 reintllr~e Ihe local explana­
tion, we arc oflhc opiniun Ihal Ihis wlluld creale confusion ralher Ihan dispel it, 
and in addilion, il would creale the impression Ihal the sequen~e was meander­
ing. 

Mure tllrmaJly, we propose Ihal Ihe scquen~e ubey Ihe fuJlowing ~ondili()ns: 

Prlnclpfe J. fur any; '" } d(Pi - I'. " n ,I( 1', - 1', " '" II> 

Principle 4. fur any i '" } ./IP, - 1'" n J(P, ,- 1','- t/> 

Principle S. fur any i}I'W, _. 1', "n 1/(1'1 - "" ,- t/> 

The first condition advises une nul hI inlroduce a ~unstrainltwicc. and the secund 
condition advises onc lu avuid rellIllving a cllnslraint Iwk·c. The Ihird condilion 
says thai once a ~unstraint is introduced (Che tirsllenn), ill'an never be laken uut 
(lhe second lenn) . A"'lUally, il alsu says Ihal unce a l'Un~lrainl is rellloved, il 
shouldn'l be reinsened, which is alsu a plausible wndiliunlu impose Illr aiding 
Ihe cogenq of Ihe sC\fuence. 

I:jJidt'lIc,\' Shou'" /1Il'T('U.~t' MOl/olollil'l,II.\'. We mcnliuned earlier Ihal a min­
imal conlrasling pair fur a constrainl ducs nul necessarily shuw an increase in 
efficiency . Thai is, all ways uf manifesting a conslrainl du nul ne~essarily 
motiyale it as well. One condiliun un a sCljucnce is Ihal Ihe Illudd procedures be 
chosen and sc\fuenl'ed so Ihal eft'icien~y always increases as Ihe largel conslrainls 
are adopled. Thai is, 

Principle 6. Fur all i. 1', is Illure cllidcnl Ihan P, , . 

HCl'au),c Ihere arc Illany lIlinilllall'()nlraslin~ pairs thaI' manik.,,1 a l'tmSlrllinl, il is 
"'"01'" /1,,1 dillindl III find "Hill' pair Ihal IIIl1lival," II as "dl. hili pUllin!! Ihal 
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pair into a sequence wilh Ihe other constraint's pairs can be somewhat difficult . 
We know \11' only one conslraint for addilion or sublraction-namely the canonic­
ity cunstrainl, where the motivation pair must be distinct from Ihe manifest.lion 
pair. This is inevitable because canonicity is basically designed to improve the 
efficiency III' cumparison, nol the other arilhmelic operalions. Thus, if one were 
unly interesled in a sequence of addition procedures or subcnclion procedures, 
lhen lhe pair for the canonicity constrainl wuuld necessary violate this sequence 
principle. However, with Ihis uDe exceptiun, il has been easy to fine somt' 
minimal conlrasling pair Ihat serves bUlh tu manifcst and motiYlle a constraint 
for subtraction . 

Howcver, pUlling such pairs inlo a sequence requires some care. Switching 
the urder uf two cOllstraints in a sequence often alters the relative efficiency of 
Ihe minimal contrasling pair of pmcedures that manifest the unil. Under one 
unJering, both constraints might impruve erflcicnc y. But under the reverse order, 
adupling nne of Ihe unils may rcsult in no increase in efficiency or even a 
decrease in efficiency. This mighl secm strange, so let us pause a moment for an 
cxample. 

Considcr ordering the canunicilY cunslraint versus the conslrainl that Dienes 
Blucks be kept suned by size. fin.t, suppose that the canunicity constraint 
precedes Ihe sun-by-sizl! constraint in the sequcnce. Under this ordering, the 
efliciency inneases belween eoch procedure; impusing the canunicily constraint 
furces Ihe pmccdurc 10 search Ihmugh Ihe big pile of Dienes Blocks to check that 
therc arc nu more Ihan 10 blucks of any given shape. Hence, adopting Ihe 
sun-by-size conslraint greally improves effi~ien~y by cJiminaling rummaging 
amund Ihrough Ihe hig pile in favor uf simply ~ounting up Ihe number of blocks 
in each of Ihe small piles . 

Now louppuse Ihl" order in the se\fuen~e were reversed and son-by-size were 
imposed before ~antlnkity. The minimal ~onlrasling pair fur sun-by-size ~onsisls 
of: (I) adding Iwo big piles of Dienes Blods logelhcr by simply forming Ihe 
union versus (2, adding each of lhe small piles logelher in a series of separate 
uniun operalions. The inlruduclion of Ihe conslrainl a~lually decreases Ihe: effi­
cien~y of addilion . Because no ~arrying is required (~anllni~ily nul being im­
poscd yet), Ihere is no use in lhe: separaliun by size. Mainlaining Ihe ~onstraint 
creates exira work with no reward. So mudifying Ihe order uflwo ~onslrainls in 
lhe sc\fuenee can Iwve an impacl on the abililY 10 mllliYale Ihem . 

Allhough il ma), be a diffi~ull condilion lu a~hieve, if a manifestalion-based 
scquen~e has monolonically increasing dticien~y, the viewer can see wilh no 
addiliunal examples nul only 11'/,," each conslrainl is bUI abll ",11,1' il Clio iSIs (i.e., 
whal guud il is). 

T""'.\c·0I';IIg SI''1,,,·III'1''\ . O~casionally, unc find!> mp-lllurphislIlS Ihal inlro­
duce a ~unslrainl bUI don 'I need It, remuve allY ~·onslralnh. The can()nicily 
cnnslrainl can be illusUalell wilh an IIIp-nltlrphi!>1ll whtl!>e len lIi'leren~e sub­
~raJlh IS lIull ",'r iJdJlliun. (lIle l'ItUld usc Ihc Iwo-pass addllilln prucedure de-
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scribed in lhe inlroduclion as lhe righi-hand procedull . ' .' rhe firSI pass of il for 
I~ le,fl procedure), Thai is, ~he mp-morphism is loIul wilh respecl 10 lhe left 
p ~nlnl nel, .. seems plausible that mp-lIlorphisms that never removed con­
slralnts would creale a very strong sense of progression loward a target proce­
dure, Such se'luences are characterized by the condition: 

PriM'" 7. For any i, dIP, .. I - P,) = • 

A Space of mp-Morphisms 

Needles~ 10 ~ay: it will rarely be possible for a se'luence to .salisfy all the 
sequeocl,ng ,pnnclples we have mentioned , Indeed, we may only be able to satisfy 
some pnnclples along part of ils length and different principles along another 
part, We need some way to study the relative contributions of the various princi­
ples 10 ease of ellplanation. 

Ultimately,. we would like to develop a representation of all principled se­
quences. to a given targel procedure. These sequences could be represenled in an 
economical way b~ a directed graph whose nodes would represent planning nets . 
~~ would be a link from node A to node B only if Ihey appeared as an adjacenl 
pair m some se~uence thai was considered a plausible ellplanation se'luence, 
pe~aps because II mel some minimum number o( lhe principles lisled earlier. (In 
PartlcUI~. one, might inClude all (known) minimal conlrasling pairs f(lf Ihe largel 
~ons,,:aml~; Ihls would correspond 10 using principle number I as a Ihreshold for 
mcluslon In the space., This directed graph has the propeny Ihal any se'luence 
(rom a "most primilive version" node 10 Ihe "Iargel" node would be a possible 
se~uence (or uplaining lhe leleology of lhe largel procedure. We tend 10 Ihink of 
Ihls graph as a ,fpal',> of mp-morphisms. 

One dear problem Ihal could be allal'ked wilh such a spal'c is improving on 
lhe n~/urul""ss of leleologic explanalions. Presenting the 17 or so mp­
morph~sms (or procedural models) for place-value sublraction is bound 10 be very 
~onfusmg unless they can somehow be aligned alung the individual's uwn cugni­
tlve structures (see the Appendill for a detailed eumple of one sUl'h chain of 
models" We have already mentillned seven principles that pmbably contribute to 
~lIer comrn:hension of sUl'h ellplanations. Each of thcse principles wlluld be 
mcorporated Into the space, perhaps as anntltatinns on the basic partial order. 
Ho~fu"y. experience and ellperiment will lead to the discllvery of other factors 
that Improve the naturalness of teleologic ellplanations . 

Using the mp-Morphisms Space 
in Microworld-Based Curricula 

In a micmworld-based curriculum, the student ellplllres a rich cnvimnmen. 
hopefully inventing slIme.hing analogllUs hI the .arge. skilts (Papert , 1'I7!!: 

-
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Fischer, Brown, & Burton , 1978) . For example, a student might be given Dienes 
Blocks and a puzzle that requires using multidigi. arithmetic to sulve it. Actually. 
how studenls are molivaled to do the arithmelic is not an issue here . The point is 
Ihal students are nol given Ihe sequence (If aClions thai implemen. arilhmetic for 
the given representation of numbers . Inslead, Ihey musl invent il themselves. 

Trcl('kinR u Studt''''' ,f Disf'lJI'4'r.,' Pro('t;''u . The mp,morphisms space could be 
quite useful as a way 10 "Irack" a sludent 's discovery process , The basic idea is 
Ihal an observer (possibly a computer) analyzes Ihe prucedures Ihat the studenl 
invenls in lerms (If planning nets. The nodes in the space Ihal correspond to Ihe 
plans of Ihese procedures are marked . The sludent 's progress is Ihen ellpressed as 
the shortest sequence along the constrainls thai connect Ihe marked nodes . This 
provides a strong hypothesis concerning whal the sludenl has learned during Ihe 
discovery process . 

Such a Iracking siudy would provide an empirical way 10 verify conjectures 
about "natural" sequences for teleologic ellplanalions . That is, observing that 
sludents generally fullowed sequences .ha. increase the efficiency of the proce­
dure would support Ihe conjecture Ihal munotonically increasing efficiency is 
importanl for cugenl, nalural explanalions . 

Seqlll'IIdllR Miami'll rid! . A. persislenl problem in microworld-based cur­
ricula is hnw 10 sequence Ihe microwurlds so as to m8llimize the cumulation of 
intuilions buill up while ellploring Ihe microworld and enable .hem to be Irans­
ferred 10 Ihe targel procedure, One ready answer is provided by Ihe space of 
mp-morphism sequences, assuming it has been annotaled 10 show which se­
quences are mosl nalural , 

Sequencing microworlds obviously imposes an urder on Ihe Iraversal of the 
nodes in the mp-morphism space . One can't move from a Dienes Block proce­
dure to an abacus pfl)\:edure's node unlil one leaves the Dienes Block microworld 
and enters lhe abacus microworld . So the mosl nalural sequence of microworlds 
is the one Ihal enables Iraversal of the most nalural sequences Ihrough Ihe con­
straint space . lei us illuslrate this conjeclure with an eumple. 

Suppose one lried 10 teach addition wilh Ihe following sequence uf mic­
roworlds: 

base-I blocks, the abllCus, Dienes Blocks. wrillen numbers 

One would expeci Ihe siudents to become fruslraled when they find Ihal Ihe 
leleology associaled wilh place-value encoding of numbers, which Ihey labori­
ously invented for Ihe abacus, is obvialed by the shape-value encoding of Dienes 
Blncks. A.nd when .hey find they musl resurrectlhis place-value notion 10 move 
from Dienes Rlods to written numbers . one would expect .hem 10 become 
disgrunlled or, worse yel, In apply "Ieacher psychulol!Y" and guess that place 
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value couldn'l possibly be pan of the design because "we already had thai. " In 
comparison. reordering the sequence to be 

base-I blocks. Dienes Blocks. the abacus. wrillen numbers 

allows invention of the notion of place-value just once, in transition from Dienes 
Blocks to the abacus, and then maintenance of the notion throughout the abacus 
microworld and on into the wrillen numbers. 

These ordering resulls could be predicted on the basis of one of the naluralness 
principles mentioocd earlier-namely. that constraints oughl to ac:cumulate' 
along the sequence. They should be added once and never removed . In the first 
sequence of microworlds, there is no sequence of procedures that can avoid 
adding the constraints that e"press place-value encoding during the first transi­
tion and dropping some of them during the second transition . 

What Is the' Cillust Possibl" PrOf·t'd",,' ill a Gil'''" Miatllmrld to th" T'lrKC'f 
Pml"t'elurt'? JUSI euctly how close to standard arithmetic procedures can pro­
cedures built around a particular representation of numbers. say Dienes Blocks. 
be made to be'! Can a Dienes Block procedure be devised that is lotally isomor­
phic to a standard wrillen procedure? This is a question of interest to educaturs. 
For example. it bears on the question of just how much a child can learn about 

. standard arithmetic by inventing a good arithmetic procedure in a given miao­
world, such as Dienes Blocks. This in tum bears on the question of how many 
microworlds, and which ones, are occessary to alluw the student to easily l'tln­
verge upon the target skill . With a fomlal theory of analogy between procedures, 
we can now precisely determine how close the best pussible procedure defined 
over a given microworld can be to the target proceJure. 

Take any proceJure that uses the given representation of numbers. E"amine 
. the difference generator of the analogy between it anJ the target prucedure (e .g., 
wrillen adJition). If this set cuntains constraints that cannot be met because of the 
basic physics of the representation, then one cannot construct a model proceJure 
that is isomorphic to the target proceJure. An example shuuld make this a lillie 
clearer. 

A careful examination of the planning net has shown that it is impossible to 
construct a Dienes Block addition procedure whose analogy with wrillen addition 
is perfect (i.e., an isomorphism). One design issue that is always present in 
Dienes Blocks involves the shape-value encoding that is the hallmark of Diertes 
Blocks. There is an encoding of the relationship between position and place value 
that is present in both wrillen aJdition and soneJ Dienes Block adJitton, but it is 
rcJundantly coded by the visual appearance of Dienes Blocks. If one got rid of 
this redundancy by evening out the sizes of the blocks, then they woulJn't be 
Dienes Blocks anymore . So the redundancy is inherent in the representation and 
will be part of the difference generator of the analogy to written addition no 
matter how clever une is ahoul invl!nling Dienes Blud; aJdillun pw.:eJures . 
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As a consequence, certain subtle shifts in rt'pre'se'IItUlicm fhat occur in the 
standard procedure for adding wrillen numbers cannot be duplicated in any 
Dienes Block addition procedure .lo This deficit gives some bile to the inherent 
incompleteness; the subtlety of these shifts makes them likely candidates for 
misunderstandings that Dienes Blocks arc apparently helpless to prevent. This 
essential inadequacy can be directly diagnosed. if not predicted, ulin. the theory 
of analogy between procedures. 

In similar fashion, other microworlds can be evaluated. This evalualion is. 
however, quite cOlUillUctive. Once the inherent mismah:h wilh the taraet procc­
dine has been identifted. the gap can be filled by modifying the microworld. or 
by adding another microworld 10 lhe curriculum if desired . 

In short. many of the same issues appcar to be involved in the teaching 
Ieleology and discovery-based teaching. Planning nets seem to provide a fonnal 
tool for investigating Ihis relationship further. 

CONCLUSIONS 

The major claim of Ihis chapter is that planning nets provide useful formalisms 
for capturing the tdeulogic semantics of procedures. However, probably the 
most importnat thuught to take aWllY frum this e"position is the importance and 
utility of using plam/i"K '""",I"elK" in the deep-structure analysis of procedures . 

In contrast tll other work un analogy, we have ignored the process of solving 
an analogy problem. Instead, we have concentrated on an intuitive determination 
of what represenlation most closely mudels the way e"pcrts conceive of proce­
dures in "rJer to understllnd analogies. This methoJology has arrived at the same 
conclusion that WliS reached by a completely different method . In panicular. (1m 
planning nets arc very similar to Sacerdoti '5 "procedural nets" (Sacerdoti • 
1917). SacerdOli has shown his procedural nets to be a sufficic,nt representation 
for Jesigning procedures and indeed much beller than other known repre­
sentations. We have tried to show II similar represcntation to be a suffidl.'nt 
representation for judging the closeness of analogy and indeeJ much better than 
other known representations. In short. evidence is accumulating that planning 
oct-like representations arc good for many purposes . Huwever. we should point 
out once again that neither SacerdOli nor ourselves make any claims that the 
process of building a planning net, either for analogy or design, euctly models 
the human PrtJUSJ or building a planning oct. 

'·When one IIIldllwCltarae IhlilS rrum.,iven cotumn. one ICI> ba.:k .. nllndlgll ·-ror cumpte. 
14 . The hr!illhih in rcprcscnlalilln illo IKe. Ihis number duwn tnlu ulIIl. ~nd HI> . NUl. lhe unill 
mUll be convcno:d in ..... dild in lhe clltumns heinl added. whercDlhe to. IlIUSI be: .... nvcned iNo an 
.... ,unlCllllo Ibe.:atT)' lubpro,:cdure . tn Dienes Rio", .. addilion. doc >ccund , ·"nvcr ... 1CI i. superfilMMls. 
bc.:1l111iC lhe lew" .. r 1110: clltumn ...Jdllion l'lItrcady .. : .. led up III lbe VlIfuc or lhe .:otumn . Ie) IU .pcak. 
TIw i •. an add in 1110: .. I> ..... Iullln Ylclds t40 In the runn ur 14 I .... ' ••. nul 14 " NilS . 

. ; .... ~ .:. 
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Because teleologic knowledge is a pan of a certain kind of expertise, one 
naturally wonders how it can be taught. Planning nets provide a precise 
framework for constructing explanations and curricula to explicate telrology. In 
particular, the fonnalism helps answer the question of how to sequence a set of 
"model" procedures with certain fonnal properties. Moreover, many of these 
same fonnal properties seem useful in discovery learning curricula. 

Our last comment should undoubtedly be that this research is just beginning. 
There are many deficiencies and questions that must be addresse4. Reliable 
empirical measurements of closeness and transferability must be made. The 
uncertainties in the uniqueness issue must be investigated. The general precision 
of the theory must be improved, and its inordinate amount of detail must be 
tamed, hopefully with the aid of a computer. In particular, we would like a 
complete, precise, mp-morphisms space for all fi.ve arithmetic operations. The 
limitations of the theory should be tested by exercising it on examples from 
other domains. In other words, this chapter is more a proposal to investigate a 
promising line of thought than a report on completed research. 

APPENDIX: 
AN EXPLANATION OF THE TELEOLOGIC 

SEMANTICS OF SUBTRACTION 

To give a feeling for how an explanation based on paths of minimal contrasting 
pairs of analogous procedures might go, an elllmple of such a path is presented 
here. It begins with a base-I subtraction model, passes through some Dienes 
Block subtraction procedures, and ends with the standard procedure ror subtrac­
tion of written numerals. Although reading these rather abbreviated descriptions 
can have nothing like the impact of actually handling the blocks and doing the 
procedures. the power of this technique to explain teleologic semantics should 
nonetheless be apparent. 

Throughout the path. there is a certain ambivalence aooullhe particular mate­
rial that is used in the representation of number. In fact. the primitives and 
constraints used to describe and implement procedures really can't differentiate 
real, wooden Dienes Blocks from. say. drawings of Dienes Blocks. as long as 
they are manipulated the same way. In fact, there is no panicular point where 
adoption of the constraints of the target procedure (written subtraction) forces us 
off the counting table and onto paper; one can actually implement standard 
subtraction with cards bearing digits. 

However. the material does make a difference to the efficiency metrics. In 
particular. some of the later constraints can only be motivated by assuming that 
erasing is more work than writing. which is true of paper but hard to emulate with 
manipulable materials. 

'. 
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We start with base-I blocks because the mathematical semantics of this sub­
traction procedure are simple and concrete. 

I. Polynomial. Base-I numerals are rather bulky for representing large 
numbers. One solution to the block management problem is to let some 
counters stand for a fixed number of the unit counters. This is the 
1'0lwlO",ial constraint (3' in the text). The next procedure of this mp­
morphism is a simple version of big-pile Dienes Block subtraction. 

2. Sear(·h Instead of Random Choice. This model adds the notion that 
searching for two blocks of the same shape is more efficient than picking 
two blocks at random, then trading to make them the same shape. 

3. Chose Largt'r 10 Trade DOl\'n. The idea here is to trade down the larger 
of the two blocks. If one picks an arbitrary block to trade down but not 
the unit block, then eventually one will be able to match their shapes, but 
it will often take more trading than always picking the larger one to trade 
down. This procedure requires memorization of which of two shapes 
stands for a larger multiplier. 

4. St'(lrch for Nt'XI L(lrger 8t,/or(, Tratling. When one can't find two 
blocks of equal shape, and instead has two blocks of unequal shape, then 
before trading down the larger one, replace it with a block that is the next 
silt' largt'r than the smaller block. If the search succeeds, one only has 
to trade down once. This plan step requires memorizing which shape is 
the next larger one than a given shape. 

S. Choose TOP 10 Trade Down. This model is motivated by observing 
that when the block that is traded down comes from BUT (the bollom 
numera!), the subtraction as a whole takes more time than it would if the 
block had come from TOP (the numeral that is being subtracted from). 
When a block from BOT is traded down, the nine smaller blocks that are 
left over go back into BOT. SO the main loop must run nine times more. If 
a block comes from TOP, the nine extras go back into fOP. If BOT runs out 
soon, they may neVer be touched. So trading down a block from TOP is 
more efficient than trading down a block from oor. 

The goal of choosing TOP blocks creates a subgoal that the TOP block 
be larger than the om block. This subgoal is satisfied by a subgraph that 
is already a part of the left planning net-namely, the union of the 
subgraphs generated by models 2, 3, and 4. So the new part of the 
planning net underlying this procedure is just the part that satisfies the 
goal "choose BOT block" exclusive of the part that satisfies the subgoal. 

6. Cat/(II/idly. This constraint was described earlier. 
7. 8aJ(' Tal. The canonicity constraint produces a trading pattern that is 

much easier til remember if all the multipliers arc powers IIf 10 (or some 
lither base). Fllr example, in canonical American l1Ioney, which is a 
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polynomial representation but not a base-IO representation of number. a 
citizen would canonicalize their pocket change by trading in f.w pennies 
for a nickel. two nickels for a dime. three dimes for a quarter and a 
nickel. and so forth. 

8. Sort by PtllI't'r. Canonicalization (= carrying) and decanonicalization 
(= borrowing) are somewhat euier if numerals arc surted so that all 
counters of a certain power are accessible at once . Dienes Blocks. as we 
observed them being used in schools. lacked this ctlnslrainl:ln fact. 
Dienes Blocks lack the canonical and base-to cunSirainlS as well . How­
ever. teachers usually require their studenls ttl ubey Ihese Iwo. 

9 . POlI'er Reprt'sl'nt,'cl by Location Ollly. Numerals musl take up space. 
either on lable tops or on paper. Once powers arc sorted, locati.on in space 
redundantly represenls the power of a counter. In this mp-morphism, Ihat 
redundancy is removed by making all coefficient lokens (i.e .• "digils") 
luok Ihe same. regardless of Ihe power. The abacus. for example. obeys 
this conslraint. This allows one 10 represent much larger numbers. since 
one need not invenl new token shapes when one needs 10 use a new. 
higher power. Thai is. one can make an abacus of arbitrary widlh. bUI 
Dienes Blocks. which are inhcrenlly unable 10 obey this constraint, are 
limiled in praclice 10, at most, four powers . 

10. Zero . To use local ion to represent power, a prearranged pallem of 
locations must be used. BUI such fixed pallerns, like the abacus or col­
umnar ruled paper, can't represent numbers thai arc larger Ihan Ihey have 
been designed 10 represent . Moreover. producing Ihe pallems accuralely 
is difficuh to do freehand. A good solution to this problem is 10 represent 
power wilh relative ItKations, which amllunls 10 using :t'rtl as a 
placeholder. A "relalive-I(Kaiioll abacus" cuuld be buill Ihat lays out 
piles of beads in a line tin the lable; it would use a ckar plastic bead as a 
placeholder and piles of CIllored beads as 1l0nleru "digils . " 

II . Aligll",e",. In selling up Ihe subtrOk:lion problem, une insisls Ihal Ihe 
numerals be aligned so Ihal digils of Ihe same power are in the same 
column . This reduces the effort necessary It) 11K ale Ihe digils of malching 
power when subtracling. 

12. Nonctlltnwbl" C(1)id,'III:; . It is quicker to arrange counlers on a table 
or wrile cocfficienls symbols on paper if Ihe number of counlers or 
strokes is small. This molivales replacing counlable cocfficienls wilh 
symbolic lines (e.g., digits). However. wilh symbolil' coefficicnls. Ihe 
PICK/FROM operalion is radically ahered. II is no longer possible 10 

decremenl a cocfficienl by picking up a piece IIf il (i.e .• picking up a 
block or erasing a hash mark) . Inslead, a deael1lenlalilln lable must be 
memorized. Thai is, one must be able hI counl back",ards from 20. 

There is nu partil'ular puiOl where Ihe targel nlOslrainh force us ull the 
,",HIII"'I!! la/"llc and IIn\l, papl.-r Manipulalury ,~'Il''''' ~" all ht: t!e\'i,eLllhal 
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use noncounlable coefficients. One such manipulatory syslem is simply a 
set of cards bearing digits. which are laid oUI in a line on the table. 

13. Memorize Pairing Off. The next few minimal contrasling models are 
designed to minimize the manipulalion of the cards in a manipulatory 
syslem, or erasing a digit and wriling a new one in a written system_ In 
the previous number systems, column subtraclion wu realized by pairing 
off decrements of the top and bottom digils. A "movie" of the card 
procedure doing 15 - 3 would be 

- - - m0 
o 

This model replaces Ihis pairing-off loop wilh a table loopup. A "movie" 
of the modified card procedure doing 25 - 7 is 

mm 
[!] - 00 -m 

El§l Elm -[!] o 
14 . Mt'tnoriu Comparison . This model prllcedure replaces the two-step 

borrowing (see foregoing movie) with a one-slep borrow by looking 
ahead. That is. il looks ahead 10 see which digit will be zero-the top or 
Ihe boltom. This amounls to memorizing the greater-than lable for digits. 
Now the movie for 25 - 7 is 

mm 
- 0 

15. Memorize Teens FIM:IS . Two table lookups can be reduced to one. and 
two digit rewriles can be saved if a new facts lable is provided for the 
leens facts. The new lable is 10 by 9 and contains facls like IS - 7 = 8. 
The movie reduces to 

-m0 
o 

16. Sequenn: Columns. In the previous systems. columns are processed in 
random order. However. this necessilates marking lhe columns thai are 
done by zeroing lhe bottom digit. This digit rewrite can be saved if the 
columns are processed in some sel ordcr~ilher Idl to righl or vice 
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versa. The pJanning heurislic-Ihal is. the righl difference generalor of 
Ihis mp-morphism-could be called "ordering independenl operalions 
reduces marking." 

17. A ",rwrr Rrgi,rtrr. If. separale place is provided for wriling the answer. 
lhen erasures of Ihe lop digils can be reduced. This is mOlivaled by Ihe 
facl Ihal wriling a digit is easier than erasing-a properly peculiar 10 

paper. 
18 . Right to uft. If Ihe columns are processed righl 10 left. one borrows 

from lhe top digit. If the columns are processed lefllo righl. one·borrows 
from lhe answer. The numeral Ihal gelS borrowed from ends up wilh 
erasures. whereas the other one has no erasures. If one erases by scralch­
ing oUllhe digil and wriling lhe new digil above. lhen the numeral that's 
borrowed from can become a real mess. The mol ivai ion for Ihis analogy 
is thallhere is more need for the answer numcrallo be legiblc Ihan Ihc lop 
numeral. Hence.subtraclion is more efficienl if one processes the col­
umns from righllo left . 

At lasl. we have arrived at lhe siandard sublraclion algorilhm via a sequence 
of procedures/models where each model in Ihis sequence has an mp-morphism 
belween il and its immediale successor. Ihus crealing a well-slruclured sequcnce 
of analogous models converging 10 Ihe desired larget procedurc . 
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